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Abstract
We propose a causal approach, involving events
identified by their causes and effects, for the mod-
elling of spatial dynamics. The suitability of situ-
ation calculus as a high-level formalism for repre-
senting and reasoning about spatial dynamics is ex-
plored and the causal framework is formalised us-
ing the same. A systematic illustration of the man-
ner in which various aspects of axiomatic qualita-
tive spatial calculi may be represented within the
proposed causal framework is presented. The main
advantage of this approach is that based on the
structure and semantics of the calculus, computa-
tional tasks such as planning, projection and expla-
nation can be directly exploited. Within the spe-
cialised spatial reasoning domain, these translate
to spatial planning/re-configuration, simulation and
causal explanation (i.e., inferring cause from obser-
vations). Furthermore, given the qualitative nature
of the spatial theory and the non-monotonic reason-
ing capability within the formalism, the approach is
also better suited at representing human-like abil-
ities of common-sense reasoning with incomplete
information. The main hypothesis underlying our
approach is that an alternate causal perspective of
existing qualitative spatial calculi using high-level
tools such as the situation calculus is essential for
their utilisation in diverse application domains such
as intelligent systems, cognitive robotics and event-
based and Temporal-GIS.

1 Motivation
Most research in qualitative spatial reasoning has focussed
on the development of spatial calculi that are representative
of distinct spatial domains – mereotopology [Randell et al.
1992], orientation [Freksa 1992, Moratz et al. 2000], dis-
tance [Hernandez et al. 1995], cardinal directions [Ligozat
1998] etc. Furthermore, there has been considerable progress
toward efficient computational mechanisms for reasoning
within the respective spatial domains (see [Cohn and Haz-
arika 2001a] for a complete overview). However, relatively
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little work has explicitly addressed the need to develop or
exploit existing representational apparatus that will facili-
tate the use these spatial calculi in realistic application do-
mains – alternate views of existing spatial reasoning tech-
niques are essential if spatial calculi encompassing unique
or integrated spatial domains are to be utilised in realis-
tic application scenarios, e.g., as control mechanisms in ro-
botic software/intelligent systems, representation of human-
like spatial reasoning or decision-making abilities in real
and/or simulated environments or even as explanatory mod-
els within event-based and temporal-GIS (TGIS) applications
where representing and reasoning about dynamic geospa-
tial phenomena is of utmost importance. There are a wide
range of formalisms that have been developed for represent-
ing and reasoning about dynamically changing environments
(e.g., situation calculus [McCarthy and Hayes 1969], events
calculus [Kowalski and Sergot 1986]). The utility of such
higher level representational formalisms (involving reasoning
about actions and change) for the modelling of spatial dynam-
ics cannot be taken granted – rather fundamental problems
(e.g., Frame, Ramification, Qualification [Shanahan 1997])
relevant to modelling changing environments have been thor-
oughly investigated in the context of the class of formalisms
aforementioned. This has resulted in several non-monotonic
extensions to classical symbolic approaches that are better
suited for representing human-like abilities of common-sense
reasoning with incomplete information. Furthermore, the is-
sue of concurrent and continuous phenomena, which mani-
fest themselves even in the simplest of dynamic domains, has
been rigorously investigated in the context of the class of for-
malisms developed within the area of reasoning about actions
and change. This is especially useful for modelling of spa-
tial dynamics, considering that the issue of concurrent spatial
changes has not been addressed within the specialised spatial
reasoning domain.

Based on the situation calculus formalism, we propose a
causal approach for the representation of spatial dynamics.
The approach utilises an explicit notion of causality involving
events that are identified by their causes and effects. Several
distinctions of occurrences into internal and external events
and actions are applicable. However, in this paper, only a lim-
ited notion of an event based on primitive spatial transitions
definable within in a qualitative spatial theory is used. For the
spatial part of the theory, we operate within a purely region-



based framework that is suitable for fine-scale analysis with
primitive objects or macro-level analysis with aggregates of
entities that have a well-defined spatiality. Additionally, we
perform a naive characterisation of objects based on their dy-
namic physical properties in order to constrain the possible
changes they may undergo in a domain-independent manner.
Most importantly, we systematically illustrate how various
aspects of qualitative spatial calculi can be represented within
a causal framework. The approach is general enough so as to
encompass the wide range of axiomatic calculi, relevant to
differing spatial domains, that are based on similar semantics
– a finite set of jointly exhaustive and pair-wise disjoint rela-
tions, compositional reasoning and consistency maintenance
and the continuity of the underlying relation space. From the
proposed causal framework and the structure and semantics
of the situation calculus, several computational tasks such as
explanation, planning and projection directly follow. On the
basis of these computational tasks, the utilisation of the pro-
posed causal framework is proposed for applications in the
areas of cognitive robotics and event-based GIS.

2 A Causal Approach for Modelling Spatial
Dynamics

A Causal Approach
We propose the utilisation of a causal approach, based on
the situation calculus formalism, for representing and rea-
soning about spatial dynamics. The rich ontology of the
situation calculus formalism (events, actions and a general
mechanism to formalise change) and the modelling of spa-
tial dynamics using it lends itself to useful computational
tasks that are applicable in a diverse range of applications –
based on the structure and semantics of the calculus, com-
putational tasks such as causal explanation, spatial planning
and spatial simulation directly follow. These computational
tasks are useful for modelling and analysis in a wide range of
geospatial phenomena or even in a real-time system involv-
ing the surveillance of spatial scenes where certain observ-
able spatial changes can be directly linked to known actions
or events. Furthermore, the approach also accounts for the
teleological/purpose-directed aspects of spatial change – it is
possible to infer purpose from observed change or prescribe
change (e.g., spatial re-configuration or planning) based on
purpose, thereby serving as a goal-directed control mecha-
nism in intelligent robotic applications. Note however infer-
ring purpose from change/observations or prescribing change
based on purpose is only possible if there is indeed a teleo-
logical aspect to the spatial changes being modelled per se.
For instance, whereas there can be a telic/purposive aspect
to the sequence of spatial changes determined by the turn-
actions that a vehicle may undertake whilst following a route
description, the same may not be applicable in a situation
such as the follows: ‘The village was washed away in the
tsunami’, where although causation is applicable, but with-
out a telic aspect. We hypothesize that teleology necessar-
ily involves causation (or a causal specification) comprising
of purpose/goal directed occurrences (that are typically ac-
tions) with well-defined pre-conditions and effects, whereas

causality by itself does not necessarily entail purpose/goal-
directedness1

Events within a Causal Framework
The ontological status of events has been an issue of much
discussion and debate among philosophers [Davidson 1969,
Kim 1976, Pianesi and Varzi 2000, Quine 1960]. Accord-
ing to Quine [1960], events are to be regarded (in a man-
ner similar to objects) as spatio-temporal regions with at
most one event occupying a given spatio-temporal region
of space. This position has been promoted by several re-
searchers in the qualitative spatio-temporal reasoning do-
main toward the development of mereo-topological, spatio-
temporal theories of qualitative spatial change [Hazarika and
Cohn 2001, Muller 1998a;b] and the proposed application of
such spatio-temporal frameworks in varied application con-
texts such as qualitative (robotic) localization [Cohn and Haz-
arika 2001b] and temporal-GIS [Cohn and Hazarika 2001c].
At the heart of these spatio-temporal theories lies the premise
that objects (continuants) and events (occurrents) are not to
be distinguished and both be regarded spatio-temporal re-
gions of space, i.e., space-time histories of events and objects
be accorded a primitive ontological status within the theory.
Indeed, the original region-based calculus in [Clarke 1991],
on which the mereo-topological spatio-temporal theories are
founded, too had a spatio-temporal interpretation.

The notion of events that is applicable within our frame-
work is causal in nature and is aimed at characterising ex-
plicit causal and (if applicable) teleological accounts of the
evolution of a process. This view is based on an alternate
view of events, where events are identified according to their
causes and effects [Davidson 1969]. As Davidson elaborates:
‘Events have a unique position in the framework of causal
relations between events in somewhat the same way objects
have a unique position in the spatial framework of objects’
[Davidson 1969; pg. 179]. Events within a causal frame-
work (i.e., events identified by their causes and effects) may
be interpreted differently depending on the problem being ad-
dressed. In general, the following distinctions are applicable:

1. Internal Events: Events that are internal to the system
being modelled and which have a associated occurrence
criteria are referred to as internal events. Internal events
are deterministic in the sense that if the occurrence cri-
teria for an internal event is satisfied, the event will nec-
essarily occur.

2. External events: Events that are external to the sys-
tem and which occur arbitrarily are referred to as ex-
ternal events. By arbitrary, we mean that unlike inter-
nal events, occurrence criteria for these events are not
available. An as example, consider a simulation of the
queue at a bank teller. As far as the simulation is con-
cerned, an event characterised by the arrival of a new
customer at the queue is something external to the sim-
ulation of the queue and should be regarded as being

1 An in-depth analysis of these concepts in the context of mod-
elling spatial dynamics for a specialised domain will be the object
of another research, much beyond the scope of the our present aims.



non-deterministic; the only surety from a simulation per-
spective being that at some point, the said event will cer-
tainly occur. Note that the event may not be arbitrary
in actuality. However, in so far as theory and the simu-
lation model is concerned, its occurrence can be treated
as such. Practically, external events can be accounted for
within the context of a dynamic planner/controller where
the system can continuously interface with the external
world to poll for the occurrence of such events.

3. Non-deterministic Events or Actions: Actions are agent-
centric (i.e., performed by an agent) and are therefore,
by definition volitional or have a non-deterministic will
associated with them. Instead of occurrence criteria, ac-
tions are governed by possibility conditions subject to
which they may or may not happen. Simply, all pre-
conditions for a given action may be satisfied and yet the
agent may not perform the action. The distinction into
actions is mainly applicable in scenarios where spatial
reasoning abilities of real or simulated agents are being
modelled, e.g., robotic control software.

Fig. 1: Shrinkage and Disappearance

Henceforth, we refer to internal & external events and ac-
tions as occurrences. In the specialised spatial reasoning
domain, occurrences may be defined at two levels: (1) On
the basis of a typology of the fundamental spatial changes,
which the primitive entities within the spatial theory may un-
dergo, e.g., growth, shrinkage, splitting, merging, appear-
ance, disappearance, rotation and movement [Claramunt and
Thériault 1995]. At this level, the only identifiable notion of
an occurrence is that of a qualitative spatial transition that the
primitive objects in the theory undergo. (2) Domain specific
spatial occurrences (events or actions) that have (explicitly)
identifiable occurrence criteria and effects that can be defined
in terms of the fundamental typology of spatial change. For
instance, in the example in Fig. 1, we can clearly see that
the contained/smaller region has continued to shrink over a 3
decade period, eventually disappearing altogether in the year
2000. In so far as a general theory of space or spatial dy-
namics is concerned, the only applicable/identifiable notion
of events will be based on a primitive taxonomy of spatial
change, i.e., in the example under consideration, the only in-
teresting or identifiable events are shrinkage and disappear-
ance. However, at a domain specific level, the observed phe-
nomena can be causally related to deforestation, fire or other
events. As such, at the domain-specific level, the following
notion of a spatial occurrence is applicable – ‘spatial occur-
rences are either events or actions with explicitly specifiable
occurrence criteria or pre-conditions respectively and effects
that may be defined in terms of a domain independent taxon-
omy of spatial change that is native to a spatial theory. For ex-
ample, a certain spatial event may cause a region to split into

two or make it grow/shrink’. Likewise, a spatial (control) ac-
tion, e.g., turn-left, will have the effect of changing the orien-
tation of the agent in relation to some other object. In certain
situations, there may not be a clearly identifiable set of do-
main specific occurrences with explicitly known occurrence
criteria or effects that are definable in terms of a typology of
spatial change. However, even in such situations, an analysis
of the domain independent events (e.g., event-based evolu-
tion of a process) may lead to an understanding of spatio-
temporal relationships and help with hypothesis generation
[Beller 1991].

3 Modelling Qualitative Spatial Calculi in the
Situation Calculus

A study of qualitative spatial calculi from the viewpoint of
their formal algebraic properties (e.g., [Ligozat and Renz
2004]) is not relevant in this work. Only the high-level
aspects of axiomatic spatial calculi pertaining to different
aspects of space such as topology (e.g., region connec-
tion calculus [Randell et al. 1992]), orientation (e.g., line-
segment based dipole calculus [Moratz et al. 2000], point-
based double-cross calculus [Freksa 1992]) that are ubiq-
uitous within the qualitative spatial reasoing domain are of
significance in this work. Ontological distinctions pertain-
ing to the nature of primitive spatial entities (regions, points
or line-segments) notwithstanding, these spatial calculi are
based on similar axiomatic semantics – precisely, these con-
sist of a finite set of jointly exhaustive and pair-wise disjoint
(JEPD) relations (1a-1b), compositional inference and con-
sistency maintenance (1c) and the representation of change
on the basis of the continuity of the underlying relation space,
i.e., based on the conceptual neighbourhood principle [Freksa
1991]. According to this principle, relations r and r

′
from

the relational space are conceptual neighbours if two objects
related by r can directly transition to the state of being r

′

and vice-versa. Depending on the dynamic physical proper-
ties (e.g., rigidity, non-rigidity) of the objects involved (see
Section 3.3), we assume that changing spatial relationships
between objects are the result of motion, continuous defor-
mation or both.

(∀ r, r
′
). [region(r) ∧ region(r

′
) →

R1(r, r
′
) ∨ R2(r, r

′
) ∨ . . . Rn(r, r

′
)]

(1a)

(∀ r, r
′
). [¬ R1(r, r

′
) ∧ R2(r, r

′
)] (1b)

Ri(r1, r2) ∧ Rj(r2, r3) →
Rk(r1, r3) ∨ . . . ∨ Rn(r1, r3)

(1c)

(∀ r, r
′
) [part(r, r

′
) → size<(r, r

′
)] (2a)

(∀ r, r
′
, r

′′
) [part(r, r

′
) ∧ front(r

′
, r

′′
)

→ front(r, r
′′
)]

(2b)

Note that although the examples in (1) use binary rela-
tionships, the base relationships could be of arbitrary ar-
ity, e.g., binary relations denoting topological relationships
of the region connection calculus, ternary relations of the



point-based double-cross calculus etc. For brevity, we use
binary spatial relationships in all our subsequent examples.
Finally, when more than one spatial domain (e.g., topology,
orientation, size) is being used in a non-integrated manner,
we assume that appropriate axioms of interaction between
such inter-dependent aspects are explicitly provided. This
is because when interdependent spatial domains are used in
a non-integrated manner, spatial relationships from one do-
main entail the other and vice-versa. For instance, topologi-
cal and size relations are not independent from each other –
some topological relations entail size relations and vice-versa
[Gerevini and Renz 2002], e.g., in (2a), it may be observed
that a containment relationship between two objects implies
a size relationship between them. Another form of interde-
pendence, which is compositional in nature, can bee seen in
(2b) where topological and intrinsic-orientation relationships
between spatially extended objects interact.

3.1 Situation Calculus as a Representational
Formalism

Situation calculus as a representational tool for modelling dy-
namically changing worlds was first elaborated in [McCarthy
and Hayes 1969]. Subsequently, the basic formalism has been
considerably extended in order to include support for concur-
rency and an explicit acount of continuous time [Reiter 2001].
However, in all extensions, the basic ontological elements,
viz - actions/events, situations, and fluents2 remain the same.
Some notation follows before the situation calculus formal-
ism used in this paper is presented:

By Φ, we denote the set of all spatial fluents, i.e., situa-
tion dependent spatial properties of the dynamic system be-
ing modelled, with [|Φ| ≥ 1]. Depending on the spatial
domains being covered, there will be one fluent for each type
of spatial relationship between the primitive objects of the
domain3. For instance, assuming spatially extended objects
with intrinsic orientation, one instantiation could involve non-
integrated usage of topological, orientation and size relation-
ships: Φ ≡ {φtop, φort, φsize}. Each φi ∈ Φ has a finite
denotation set Γi ≡ {γ1, γ2, . . . , γn}, which is determined
by the qualitative labels of the respective spatial domain that
the fluent is representative of, e.g., φrcc8(r1, r2) = γ, where
γ ∈ {dc, ec, po, eq, tpp, ntpp, tpp−1, ntpp−1}. Col-
lectively, we refer to the set of all qualitative labels encom-
passing all spatial domains being modelled as Γ. Similarly,
Θ ≡ {θ1, θ2, . . . , θn} denotes the set of all spatial theory
specific primitive spatial transitions in the theory. A spatial
transition refers to a change of qualitative spatial relationship
between the entities in the domain. Note that each θ ∈ Θ
takes the form of tran(γ, oi, oi), read as oi and oj transition
to the state of being in relation γ. Again, γ is one of the finite
qualitative spatial relations that may hold between two ob-
jects. Recall from the discussion in Section 2 that in so far as
a spatial theory is concerned, the only applicable notion of an
occurrence is that of a primitive spatial transition definable in

2 Time-varying properties of a dynamic system are referred to as
fluents [Sandewall 1994].

3 Some more fluents relevant to modelling dynamic object prop-
erties will be introduced in Section 3.3.

it. In this paper, we restrict ourselves to modelling qualitative
spatial calculi in the situation calculus. As such, domain spe-
cific distinctions involving internal and external events and
actions are not utilised here and the only applicable notion of
an occurrence is that of a primitive spatial transition definable
within the spatial theory being modelled4.

We adopt the usual convention that all free variables are
universally quantified from the outside and that the scope of
all quantifications is limited to the respective sort of the par-
ticular variable being quantified. Also, note that letters with
integral sub-scripts are regarded as constants. Finally, the sit-
uation calculus formalism used in this paper is a first-order
sorted language with the following 4 classes of axioms:

1. Spatial theory specific possibility criteria for various
spatial transitions definable in the spatial theory are
specified using the binary predicate Poss(θ, s), where
θ ∈ Θ. Poss(θ, s) denotes that the transition θ possi-
ble in situation s.

2. A ternary predicate Holds(φ, γ, s) denoting that flu-
ent φ has the value γ in situation s. Note that φ ∈ Φ.
For clarity, we will use it in the following alternative
ways: (a). [φ(s) = γ] or (b). Holds(φ, γ, s)),
the latter essentially being the reified version. A
non-determinate situation is expressed in the following
manner:[φ(s) = { γ1 ∨ γ2 }] ≡ [Holds(φ, γ1, s) ∨
Holds(φ, γ2, s)]

3. The binary function Result(θ, s), which denotes the
unique situation resulting from the happening of occur-
rence θ in situation s. Here, θ ∈ Θ.

4. A ternary Caused(φi, γ, s) predicate, where φi ∈ Φ
and γ ∈ Γi, denoting that the fluent φi is caused to take
on the value γ in situation s. The Caused predicate will
be used to represent the effects of occurrences in the fol-
lowing two ways – direct effects, where occurrences are
directly stated to effect named fluents via effect axioms
and indirect effects, where fluents take on values based
on the satisfaction of some situation-specific criteria. As
such, the Caused predicate is always a direct (direct ef-
fects) or indirect link (indirect effects) between fluents
and occurrences.

Caused(φ, γ, s) ⊃ Holds(φ, γ, s) (3a)

Poss(θ, s) ⊃ {¬(∃γ
′
) Caused(φ, γ

′
, Result(θ, s)) ⊃

Holds(φ, γ, Result(θ, s)) ≡ Holds(φ, γ, s)}
(3b)

When i 6= j, [θi(~x) 6= θj(~y)], θ ∈ Θ (4a)

[θi(~x) = θj(~y)] ⊃ [~x = ~y] (4b)

When i 6= j, [φi(~x) 6= φj(~y)], φ ∈ Φ (4c)

[φi(~x) = φj(~y)] ⊃ [~x = ~y] (4d)

true 6= false ∧ (∀v) [v = true ∨ v = false] (4e)

[γ1 6= γ2 6= · · · 6= γn] ∧
(∀ γ) [γ = γ1 ∨ γ = γ2 ∨ · · · ∨ γ = γn]

(4f)

4 See [Bhatt et al. 2006a] for details relevant to domain specific
distinctions involving internal and external events and actions.



For the predicate Caused, we need (3a) denoting that if a
fluent φ is Caused to take on the value γ in situation s, then
φ holds the value γ in s. We also include a generic frame
axiom (3b) thereby incorporating the principle of inertia or
the non-effects of occurrences, i.e., unless caused otherwise
(either directly or indirectly), a fluent’s value will necessarily
persist. Finally, (4a-4b) and (4c-4d) denote the unique names
axioms for occurrences and fluents respectively whereas (4e-
4f) represent the domain closure axioms for fluent values.

Explicit Notion of Causality
An explicit notion of causality in the form of the ternary
Caused(φ, γ, s) predicate, which is the source of non-
monotonicity within the formalism, is being employed here.
Such a notion, in so far as this work is concerned, is primarily
used in the following two ways:

1. Direct Effects of Occurrences: The basic use of the
Caused predicate is to represent the direct effects of
know occurrences, e.g., representing the fact that a cer-
tain domain specific event causes a region to split, grow
or shrink. Note that since we are only concerned with
modelling domain-independent spatial dynamics in this
paper, we refrain from utilising the predicate for repre-
senting direct effects. For details concerning this aspect,
refer to [Bhatt et al. 2006a].

2. Indirect Effects: State constraints constitute an impor-
tant representational device in our work. As will be
evident in the sections to follow, various aspects of a
qualitative calculus can be represented using state con-
straints. However, (some) state constraints also pose
serious problems such as containing indirect effects in
them. In the context of the situation calculus, Lin [1995],
Lin and Reiter [1994] illustrate the need to distinguish
ordinary state constraints from indirect effect yielding
ones, the latter being also referred to as ramification con-
straints. This is because when ramification constraints
are present, it is possible to infer new effect axioms (or
simply effects) from explicitly formulated (direct) ef-
fect axioms together with the ramification constraints.
Simply speaking, ramification constraints lead to what
can be referred to as ’unexplained changes’, which is
clearly undesirable. Indirect effects also arise when
inter-dependent spatial calculi with their respective com-
positional constraints are used (e.g., refer to (2) and/or
section 3.4).

It suffices to point out for now that all such ramification
or indirect effect yielding constraints will be represented us-
ing the Caused predicate. This way, by minimising the ex-
tensionality of the Caused predicate for every relevant situ-
ation, causation axioms determining precisely which fluents
undergo a change (either directly or indirectly) as a result of
named occurrences can be obtained. We postpone the details
to Section 3.4.

The Primacy of Change
In our approach, an implicit notion of time is used; a property
deriving from our use of the situation calculus formalism for
representing and reasoning about change. This is also con-
sistent with the premise that change is more important than

the passage of time. As Shoham and Goyal [1988] elaborate:
‘The passage of time is important only because changes are
possible with time...the concept of time would become mean-
ingless in a world where no changes were possible’. Con-
sequently, changing properties/fluents (spatial relationships)
between the objects involved in the phenomena being mod-
elled will hold over situations instead of having an explicit
temporal parameter. Furthermore, note that we do not com-
mit to a precise nature of a situation, i.e., a situation as either
being an instantaneous snapshot of the world, which was the
original formulation by McCarthy and Hayes [1969], or alter-
natively as formulated by Reiter [2001], as a unique node in
the overall branching-tree structure (see Fig. 2) of the space
of situations starting with the initial situation S0

5.

Fig. 2: Tree Structured Situational Space

Various extensions have been provided, most notably by
Pinto [1994] and Pinto and Reiter [1995], so as to explicitly
accommodate continuous time within situation calculus. The
ontological extensions in [Pinto and Reiter 1995] for the rep-
resentation of time and events are particularly interesting –
In their formalism, Pinto and Reiter define a time line (See
Fig. 2), which is isomorphic to the non-negative reals, cor-
responding to a sequence of situations. This sequence es-
sentially corresponds to one directed path (an actual as op-
posed to a hypothetical evolution), starting at the initial situ-
ation, in the overall branching tree structure of situations. If
time needs to be accounted for explicitly, the relevant exten-
sions, where every situation corresponds to a time-interval,
can be incorporated within the theory by committing to such
a branching tree structure of the situations; however, these is-
sues/extensions are beyond the scope of our present aims and
will not be addressed here.

Fig. 3: Convex Hull for Aggregate and Primitive Objects

3.2 A Region Based Spatial Abstraction
In view of the intended applications areas (e.g., cognitive ro-
botics, event-based GIS; see Section 4), we operate within a
purely region based framework. However, note that the ap-
proach is equally applicable with point or line-segment based

5 As pointed out by Shanahan [1997], both viewpoints are com-
patible with the original proposal by McCarthy and Hayes [1969].



calculi. The typical ontological distinction between an object
and the region of space it occupies will be made throughout,
with the object’s spatial extension being denoted by the trans-
fer function space(object). For clarity, we sometimes refer
to spatial relationships as directly holding between objects
of the domain instead of their spatial extensions. Whenever
necessary, the transfer function can be used to make the nec-
essary distinctions. In order to preserve the generality of the
theory for fine-scale analysis with primitive entities or macro-
level analysis with aggregates or clusters of entities, we will
make some assumptions relevant to the nature of regions in
the theory.

1. Regions in the theory correspond to the spatial extents
of objects, with an object denoting some primitive entity
(e.g., material object) or aggregate entity (some collec-
tion of objects) that has a well-defined spatiality. The
latter scenario is typical of applications in the GIS area
(e.g., spatio-temporal analysis in epidemiology, wild-
life biology or the study of diffusion processes in gen-
eral).

2. The size of a region is equivalent to the size the object,
which we assume can be defined using some notion of
its n-dimensional measure. For instance, if the object is
a measurable set in Rn, its size could be its length (1D),
area (2D) or volume (3D).

3. The particular interpretation for a region and the no-
tion of its n-dimensional measure has to be consis-
tent with regard to the inter-dependent spatial domains
being used. For instance, when the available data is
qualitatively mapped into the theory, the spatial inter-
pretation for a region, the topological relationships be-
tween regions and their corresponding relative sizes (n-
dimensional measures) should be consistent with each
other.

4. Finally, we assume that the spatial extensions of objects
are regular (uniform dimensionality) convex regions of
space that approximate the object in question, e.g., using
a convex hull primitive or a minimal bounding rectangle
for primitive objects or a minimal convex polygon for
aggregates of objects (see Fig. 3), the precise seman-
tics of the transfer function (i.e., geometrical interpreta-
tion/technique being applied) not being relevant.

3.3 Dynamic Object Properties
Objects in the domain may have varying properties at differ-
ent times. For example, take the case of a container com-
pletely filled with water. In this state, the water can still con-
tain some other object (e.g., dropping a small metal ball in
the container). Now lets say that in a later situation, the wa-
ter is frozen and stays that way for eternity. This change,
namely water being solidified into ice, is important and must
be reflected as a change of property from a fully flexible to a
rigid object. As such, we represent such properties as being
situation dependent fluents with details of when and in what
manner such changes occur being specifiable only in a do-
main specific manner. In the following, O and S refer to the
set of domain-objects and situations respectively.

• allows containment ⊆ [O × S] – Propositional
fluent6 denoting that a given object may contain other
objects.

• can deform ⊆ [O × S] – Propositional fluent denot-
ing that a given object may continuously deform by way
of growth, shrinkage or change of shape.

Another issue is that of classification of objects into rigid
and non-rigid types. Consider the following scenarios: (1)
A delivery object (o) is lying disconnected (dc) next to a de-
livery vehicle (v) in one situation (s1) and in a later situa-
tion (s2), is inside the delivery vehicle. Topologically, this
is equivalent to the following: Holds(φrcc(o, v), dc, s1)
and Holds(φrcc(o, v), tpp, s2). (2) Consider the represen-
tation of a bouncing ball inside a room using purely topologi-
cal primitives. Here, the state continuously oscillates between
tpp and ntpp until eventually steadying at tpp. Since we are
dealing with material (rigid) objects7, this change can be un-
derstood to be the result of motion rather than other possi-
bilities such as continuous deformation that are possible with
non-rigid objects. However, such a coarse distinction into
strictly rigid & non-rigid objects is not sufficient. For exam-
ple, consider the delivery vehicle (or the room) in the exam-
ples aforementioned. Although the object identifying the ve-
hicle cannot grow or shrink, it can certainly contain other ob-
jects. Therefore, the vehicle can neither be classified as being
strictly rigid (being in a similar class as that of a metal ball),
thereby not allowing interpenetration, nor is it a fully flexi-
ble non-rigid object like a water body that can grow, shrink
or change shape. Another interesting issue pertains to the di-
mensionality of fully-flexible objects such as water or fluids
in general – such objects assume the dimensionality of the
containing object. An elaborate characterisation of the onto-
logical issues pertaining to the nature of objects is not central
to our work. As such, we will not attempt detailed classifica-
tion of object categories and the kind of changes permissible
therein. Our approach will be to make as many distinctions as
necessary in the context of our intended application scenarios,
e.g., does a particular object grow or shrink? and whether or
not it can contain other objects in it?, and specify them in the
form of constraints. For instance, assuming that topological
relations are involved, the constraint in (5) denotes that if an
object cannot contain other objects, no object can transition
(denoted using trans(...)) to a state of being a part of that
object.

(∀ o, o
′
)(∀s) [¬ allows containment(o, s) ⊃

¬ Poss(tran(part, o
′
, o), s)]

(5)

Note that this approach is very general and issues such as
whether the object in question is actually capable of contain-
ing some other object (i.e., is its size and shape suited to con-
tain the target object?) have been ignored. To emphasize,
our approach here is to rely on minimal notions of space and

6 Fluents having a boolean denotation are termed propositional,
whereas those having an arbitrary denotation are termed functional.

7 The vehicle and room can be conceived as a one hollow object
bounded by the sides with an opening at one end so as to allow
containment relationships with other objects



develop a causal approach for modelling spatial dynamics.
When necessary, further distinctions relevant to dynamic ob-
ject properties can be made by integrating information rele-
vant to other aspects of space8.

rigid(o, s) ≡ [¬ allows containment(o, s) ∧
¬ can deform(o, s)]

(6a)

non rigid(o, s) ≡ [allows containment(o, s) ∧
can deform(o, s)]

(6b)

Constraints on rigid objects

(∀o, o
′
)(∀s) [rigid(o, s) ∧ rigid(o

′
, s) ⊃

Holds(φrcc8(o, o
′
), γ, s)]

where γ ∈ {dc, ec}

(6c)

Fully flexible non− rigid Objects : General case

(∀o, o
′
)(∀s) [non rigid(o, s) ∧ non rigid(o

′
, s) ⊃

Holds(φrcc8(o, o
′
), γ, s)]

where γ ∈ {dc, ec, po, eq, tpp, ntpp, tpp−1, ntpp−1}
(6d)

Combination rigid and non− rigid objects

(∀o, o
′
)(∀s) [rigid(o, s) ∧ non rigid(o

′
, s) ⊃

Holds(φrcc8(o, o
′
), γ, s)]

where γ ∈ {dc, ec, po, eq, tpp, ntpp}

(6e)

Semi− rigid and rigid objects

(∀o, o
′
)(∀s) [allows containment(o

′
, s) ∧

¬can deform(o
′
, s) ∧ rigid(o, s) ⊃

Holds(φrcc8(o, o
′
), γ, s)]

where γ ∈ {dc, ec, po, eq, tpp, ntpp}

(6f)

For instance, assuming that a mereo-topological spatial
theory is being utilised, a constraint that two material objects
can only be either disconnected or externally connected can
be included; see the properties and constraints in (6) that can
be used to rule out certain spatial configurations that should
not be permitted. Similar properties can be identified for other
spatial domains such as orientation, e.g., two objects can only
be connected from their respective left sides or when one ob-
ject enters (i.e., containment) another one, the intermediate
external connection and partial overlap can only happen via
the latter’s intrinsic front. Note that the constraints such as
these or the ones in (6a-6f) essentially form a part of the spa-
tial theory and exist independently of the domain being mod-
elled. This is important in order to enforce a clear separation
between a domain independent spatial theory and a domain
specific axiomatisation that utilises the general theory. The
only requirement here is that that object specific assertions
relevant to their dynamic properties will need to be provided
by domain-modellers for the scenario under consideration.

8 In this context, see the classification in [Galton 1993], where
Galton identifies categories of permissible transitions between ob-
jects by taking into consideration information relevant to other as-
pects of space.

3.4 General Aspects of Spatial Calculi
Composition Theorems as Ramification Constraints
A straight-forward way to represent every composition the-
orem is to model it as an ordinary state constraint (7a).
However, as discussed previously in Section 3.1, modelling
composition theorems in this manner leads to unexplained
changes since the resulting constraints contain indirect ef-
fects in them. For instance, this is evident whilst per-
forming compositional inference with the spatial relation-
ships involving the trivial case of 3 objects [o1, o2, o3] – if
R1(o1, o2) ∧ R2(o2, o3), then this constrains the relation-
ship that may hold between o1 and o3. As such, from a causal
perspective, when either two of the three objects (lets say o1

and o2) undergo a transition to a different qualitative state
(i.e., trans(Ri, o1, o2)), this also has an effect on the rela-
tionship between the other two (in this case, o1 and o3) since
the latter is constrained by the compositional constraints of
the relational space. Whilst the details not being relevant
here9, we will apply an explicit notion of causality by uti-
lizing the Caused(φ, γ, s) predicate for the specification of
such ramification constraints (7b). Using this scheme, we will
need 8 × 8 constraints of the form in (7b).

(∀s) [Holds(φ(o1, o2), γ1, s) ∧ Holds(φ(o2, o3), γ2, s)

⊃ Holds(φ(o1, o3), γ3, s)]
(7a)

(∀s). [Holds(φrcc8(o1, o2), γ1, s) ∧ Holds(φrcc8(o2, o3), γ2, s)

⊃ Caused(φrcc8(o1, o3), γ3, s)]
(7b)

Continuity Constraints of Relation Space
In the context of a qualitative theory of spatial change, the
most primitive means of change is a explicit change of spatial
relationship between two objects (their spatial extensions).
To re-iterate, let tran(γ, oi, oj) denote such a change, read
as, oi and oj transition to a state of being γ. The possibility
axiom for such a transition has been formally expressed in a
general manner in (8).

Poss(tran(γ, oi, oj), s) ≡ [{space(oi, s) = ri ∧

space(oj , s) = rj} ∧ {(∃ γ
′
) Holds(φ( ri, rj), γ

′
, s) ∧

neighbour(γ, γ
′
)}]

(8)
The binary predicate neighbour(γ, γ

′
) in (8) is used to

express the possibility of a direct continuous transition (de-
formation or motion) being consistent between two topolog-
ical relations and is based on the conceptual neighbourhood
principle [Freksa 1991]. According to this principle, relations
γ and γ

′
are conceptual neighbours if two objects related by γ

can directly transition to the state of being γ
′

and vice-versa.
The conceptual neighbourhood graph for a particular set of n
spatial relations can be used to define a total of n axioms of
the form in (8) so as to comprehensively represent the possi-
bility criteria for every definable spatial transition.

9 See [Bhatt et al. 2006b] for a more detailed example in the con-
text of RCC-8 topological relations.



Axioms of Interaction between Interdependent Calculi
Axioms of interaction are only applicable when more than
one spatial domain is being modelled in an non-integrated
manner. They refer to an explicit characterisation of the rel-
ative entailments that exist between inter-dependent aspects
of space. Note that the entailments may be non-determinate;
however, they will still need to be explicitly axiomatised as
ramification constraints (7b). For instance, size equality rules
out all containment (tpp, ntpp and their inverses) relation-
ships. Similarly, if it is known that object o is a tangential
part of object o

′
, then it is implicitly known that the size of

object o is less than the size of o
′

(see (9)).

(∀o, o
′
)(∀s). [space(o, s) = r ∧ space(o

′
, s) = r

′
∧

Holds(φrcc8(r, r
′
), tpp, s) ⊃

Caused(φsize(r, r
′
), <, s)]

(9)

Causal Laws of the Spatial Theory
Successor state axioms (SSA) specify the causal laws of the
spatial theory being modelled, i.e., what changes as a result of
various occurrences in the system being modelled. Generally,
the SSA is based on a completeness assumption which essen-
tially means that all possible ways in which the set of fluents
may change is explicitly formulated, i.e., there are no indi-
rect effects [Reiter 1991]; we refer to this SSA as the Pseudo
successor state axiom (PSA). The SSA that needs to be de-
rived here, referred to as SSA-Proper, must also account for
indirect effect yielding state constraints – Recall the use of
the causal relation Caused(φ, γ, s) in (7b) toward the rep-
resentation of the composition table theorems and axioms of
interaction in addition to direct effects. What remains to be
done is to minimize the causal relation by circumscribing it
(or using some other form of minimization) with the follow-
ing set of axioms fixed – the foundational axioms in (3a-4f),
the ramification constraints of the form in (7b) (i.e., composi-
tional constraints and axioms of interaction) and the transition
pre-conditions of the form in (8). The result of minimization
is the Causation Axiom in (10a).

Caused(φ(oi, ok), γk, s) ≡
[{(∃oj , γi, γj) Holds(φ(oi, oj), γi, s) ∧
Holds(φ(oj , ok), γj , s)} ∨

{(∃ γl) Holds(φ
′
(oi, ok), γl, s)}]

where φ, φ
′
∈ Φ

(10a)

Poss(θ, s) ⊃ [Holds(φ(oi, oj), γi, Result(θ, s)) ≡

{(∀ γ
′
) Holds(φ(oi, oj), γi, s) ∧ θ 6= tran(γ

′
, oi, oj)} ∨

{θ = tran(γi, oi, oj)}]
(10b)

Poss(θ, s) ⊃ [Holds(φ(oi, oj), γi, Result(θ, s)) ≡

{(∀ γ
′
) Holds(φ(oi, oj), γi, s) ∧ θ 6= tran(γ

′
, oi, oj)} ∨

{θ = tran(γi, oi, oj)} ∨
{Caused(φ(oi, oj), γi, Result(θ, s))}]

(10c)

Poss(θ, s) ⊃ [Holds(φ(oi, oj), γi, Result(θ, s)) ≡

{(∀ γ
′
) Holds(φ(oi, oj), γi, s) ∧ θ 6= tran(γ

′
, oi, oj)} ∨

{θ = tran(γi, oi, oj)} ∨
{(∃ok, γj , γk) Holds(φ(oi, ok), γj , s) ∧
Holds(φ(ok, oj), γk, s)} ∨

{(∃ γl) Holds(φ
′
(oi, oj), γl, s)}] where φ, φ

′
∈ Φ

(10d)
The causation axiom (10a) must be integrated with a

Pseudo-SSA (PSA) (10b)(PSA is SSA without indirect ef-
fects) to derive the SSA-Proper in (10c). More appropriately,
the final result is the SSA-Proper in (10d). To re-iterate, the
effect of minimising the causal relation is to derive the causa-
tion axioms which essentially includes contextual conditions
(direct or indirect) that could possibly cause a fluents value
to change. This causation axioms is then compiled with the
PSA in order to obtain the SSA-Proper. A step-by-step il-
lustration of this approach (in a general context) that utilises
circumscription as the minimisation technique can be found
in [Lin 1995, Lin and Reiter 1994].

JEPD and Other Properties
The property of the base spatial relationships being jointly
exhaustive and mutually disjoint can be expressed using ordi-
nary state constraints of the form such as in (7a) in a straight-
forward manner. In general, we need a total of n state con-
straints of the form in (11a) to express the jointly-exhaustive
property of a set of n base relations.

(∀s). ¬[Holds(φ(o1, o2), γ1, s) ∨ Holds(φ(o1, o2), γ2, s)

∨ · · · ∨ Holds(φ(o1, o2), γn−1, s)] ⊃
Holds(φ(o1, o2), γn, s)

(11a)

(∀s). ¬ [Holds(φ(o1, o2), γ1, s) ∧ Holds(φ(o1, o2), γ2, s)]
(11b)

(∀s). [Holds(φ(oi, oj), γ, s) ⊃
Holds(φ(oj , oi), γ, s)]

(12a)

(∀s). [Holds(φ(oi, oj), γ, s) ⊃
¬ Holds(φ(oj , oi), γ, s)]

(12b)

Similarly, [n(n − 1)/2)] constraints of the form in (11b)
are sufficient to express the pair-wise disjointness of n rela-
tions. Additionally, other miscellaneous properties such as
the symmetry (12a) & asymmetry (12b) of the base relations
too can be expressed using ordinary state constraints.

3.5 Initial State of the World - Big Bang Situation
A description of initial fluent values when no occurrences
have happened is needed: For spatial fluents, there exist
2 classes: those which model the spatial relationship be-
tween objects (e.g., topological or orientation relationships)
& those which characterise the dynamic object properties
(e.g., allows containment). The case for dynamic object
properties is trivial and will be excluded whereas that of non-
spatial fluents (i.e., domain specific dynamic properties) is
not applicable in the context of the spatial theory.



Ω ≡ [Holds(φrcc8(o1, o2), tpp, Sinit) ∧
Holds(φrcc8(o2, o3), dc, Sinit) ∧
Holds(φsize(o2, o3), =, Sinit)]

(13a)

Ω ∧ ΣCT ∧ ΣINT ` Ω
′

where Ω
′
≡ [Holds(φrcc8(o1, o2), tpp, Sinit) ∧

Holds(φrcc8(o2, o3), dc, Sinit) ∧
Holds(φrcc8(o1, o3), dc, Sinit) ∧
Holds(φsize(o1, o2), <, Sinit) ∧
Holds(φsize(o2, o3), =, Sinit) ∧
Holds(φsize(o1, o3), <, Sinit)]

(13b)

As for the fluents encompassing spatial relationships, the
initial situation (Sinit) description involving n domain ob-
jects requires a complete n−clique specification with [n(n −
1)/2] spatial relationships of one type (spatial domain); this
can either be supplied explicitly or can be derived from a par-
tial specification. When relationships between some objects
are omitted, a complete description of Sinit (with disjunctive
labels) can be derived on the basis of the composition theo-
rems for the spatial domain under consideration. As an ex-
ample, consider the simplest case involving topological and
size relationships between 3 objects in (13): Ω denotes a par-
tial description involving the 3 objects, viz - the relationship
between objects o1 and o3 is unknown. Given Ω, Ω

′
can be

monotonically derived (`) on the basis of Ω and the RCC-8
composition theorems (ΣCT ) and axioms of interaction be-
tween topology and size (ΣINT ). Here, Ω

′
is a monotonic

extension of Ω in the sense that whilst new information is
conjoined with Ω, none of the existing spatial knowledge is
invalidated.

4 Applications
From the proposed causal framework and the structure and se-
mantics of the situation calculus, computational tasks such as
explanation, planning and projection directly follow. Within
the specialised spatial reasoning domain, these translate to
causal explanation (i.e., inferring cause from observations),
spatial planning/re-configuration and spatial simulation. We
are primarily interested in causal explanation and spatial plan-
ning in the context of dynamic GIS and cognitive robotics re-
spectively. In the following sections, a brief discussion of the
said applications follow.

Causal Explanation of Dynamic GeoSpatial
Phenomena
Causal explanation is the process of retrospective analysis
by the extraction of an event-based explanatory model from
available spatial data (e.g., temporally-ordered snap-shots).
Indeed, the explanation is essentially an event-based his-
tory of the observed spatial phenomena defined in terms
of both domain-independent and domain-dependent occur-
rences. Causal and, if applicable, telic accounts of a process
being modelled are applicable in a diverse range of geospatial
phenomena, such as movement of clusters of animals (wild-
life biology), monitoring people-clusters in times of crisis on

the basis of GPS-based positional information (e.g., emer-
gency and disaster management and planning, defence mod-
elling and simulation) and even in the geospatial analysis of
the spread of diseases (epidemiology), where an event-based
model can be extracted (or evolution of the phenomena be
defined) on the basis of the typology of fundamental spa-
tial changes. Additionally, causal analysis is also applica-
ble in real-time surveillance systems where the occurrence
criteria for domain-specific events/actions can be defined on
the basis of certain, possibly incompletely known, spatial-
configurations of the domain objects and/or the patterns of
their dynamic evolution. Using this approach it is possible to
explain spatial phenomena at a higher-level either in terms of
domain-specific occurrences that cause the observed changes
or alternatively, in a domain-independent manner on the basis
of a fundamental typology of spatial change such as splitting,
growth, movement etc. Along these lines, we are investigating
issues relevant to modelling of the dynamic spatio/temporal
evolution of aggregate or cluster-oriented phenomena for a
public-health domain case-study (see [Bhatt and Whigham
2006] for initial position description).

A Goal-Directed Control Mechanism for Spatial
Planning
Given the background spatial theory (i.e., one or more spatial
domains modelled using the causal approach), domain spe-
cific constraints, an initial state and an overall objective to be
achieved, one task is to derive a sequence of (spatial) actions
that will fulfil the desired objective. In other words, how do
we transform one spatial configuration into another? Or alter-
nately, what are the spatial transformations that are necessary
corresponding to the achievement of a certain goal? Here,
a goal can be a situation in which a certain action has hap-
pened or where some fluents hold specific values. Note that
this problem, which can be considered akin to the task of ar-
riving at a desired spatial configuration starting at a initial
configuration, is one of the simplest form of spatial planning.
Variations along this line involve the incorporation of dynam-
ically available information (e.g., sensing-abilities of a robot)
in the planning process, since an incremental plan generation
approach, where sensing affects subsequent planning, is more
powerful in comparison to an off-line or static approach.

5 Discussion and Outlook
By regarding spatial theories as a specialisation within a
higher-level framework to reason about change in general,
spatial theories can be directly utilised in application domains
involving reasoning about dynamic spatial phenomena (e.g.,
cognitive robotics, event-based GIS). With this objective, we
have presented the basic outline of a causal theory involving
explicit reasoning about events, actions and their effects for
representing and reasoning about spatial dynamics. A step-
by-step illustration of the manner in which different aspects
of axiomatic qualitative spatial calculi may be accounted for
within such a causal framework is presented.

Several extensions to the basic theory are possible: (1)
Presently, it is not possible to represent the (abrupt or ex-
plicitly known) appearance/disappearance of a spatial ob-
ject. Refinements are needed at the foundational level in



order to allow this behaviour. One approach is to maintain
facts about the existence of regions (at the foundational level)
and propagate them backwards in the situation-based history
whenever appearance/disappearance events occur10. (2) An
important extension is to exploit the non-monotonic reason-
ing capability within the formalism for the representation of
human-like common-sense reasoning with incomplete infor-
mation. Although non-monotonicity is presently used within
the formalism, that is done for entirely different reasons (see
section 3.1). (3) Concurrency is an issue that has not been in-
vestigated in the specialised spatial reasoning domain. How-
ever, several extensions to the basic situation calculus formal-
ism in the form of high-level programming languages (e.g.,
conGolog [Giacomo et al. 2000], ccGolog [Grosskreutz and
Lakemeyer 2000]) exist for representing and reasoning about
concurrent phenomena in general. Since the representation of
qualitative theories of space/spatial dynamics into situation
calculus is achieved, how features of the extended situation
calculus formalism (e.g., concurrency, explicit time) might
be usable for the representation of concurrency in the spatial
domain is an important next step.
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