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Topological operators for ontological distinctions: 
disambiguating the geographic concepts of place, region 

and neighbourhood  

Pragya Agarwal 

 School of Computing, University of Leeds, Leeds, UK.  

1.1 Objectives  
Problems related to the semantic ambiguity between geographic concepts for 
modelling of geographic, especially cognitive conceptualisations, has been outlined in 
a related work (Agarwal in press). Experiments conducted to disambiguate such 
relations were also presented in this publication. The aim of the work presented here 
is to assess whether it is possible to specify basic topological operators for spatial 
concepts from cognitive conceptualisations (such as for region, neighbourhood and 
place used in this experiment). The experiment was also designed to assess whether 
techniques, like those employed for formalising spatial and linguistic expressions, can 
be applied to enhance understanding of ontological distinctions between spatial 
concepts based on topological properties. The primary hypothesis for the 
experimental work presented here is that cognitive schema can be used for 
externalising the properties and relations of concepts, both representational and 
topological.  

1.2 Methods  
Empirical tests using map-based experiments are developed to test shape and scale 
independent prototypical relations between cognitive conceptualisations of spatial 
entities. The principles of topological operators and prototypical relations are used to 
define the core metric and topological associations between conceptualisations of 
place, region and neighbourhood. In doing so, the basis for formal models of these 
concepts is defined. In addition, such methods are tested to define ontological 
distinctions between these concepts, and hierarchical relationships between spatial 
entities that are primarily of the mesoscopic kind. Experimental work was based in 
real-world setting and methods were tested and validated against a sample size of 
N=50. Random assignment was carried out and experimental framework was 
determined so as to minimise bias. This experiment was designed to externalise 
geographical knowledge within an egocentric framework, where individual estimates 
and conceptual structures were stimulated and externalised with the help 
of real world information. The design of the experiment was map-based 
using a map of Nottingham, UK as the primary cue. The context of ‘live 
in’ was used to ground the individual conceptualisations within a standardised 
context. This context developed from an egocentric, home-based, personal 
conceptualisation of place that emerged from theoretical literature and models for 
place. The respondents were not constrained to any specific shape associations in the 
mapping process. Although it is possible that the scale and design of the base map 
provided as the primary cue to the respondents and the context of ‘live in’ imposed 
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constraints on the shape and relations that were conceptualised, this experiment was 
developed to indicate a possible set of relations that could then be tested for 
applicability and extended by applying similar methods to different contexts. This 
experimental design was also developed to provide a test-bed for the kind of empirical 
methods that can be developed for use with human subjects, for operationalising 
spatial relations from the cognitive schema, and for providing indications of how 
these methods can be incorporated in developing formal models and theories for 
spatial concepts.  

The respondents were not constrained to any specific shape association. The 
drawings were scanned and incorporated in a desktop GIS. Using automated 
procedures (such as dot-density function), the different sets of drawings were merged 
for each of the concepts (region, place and neighbourhood), and then overlaid for 
each subject to determine the topological relationship for each. Each set of 
relationships were then overlaid to determine the generalised prototypical relations 
that emerged by correlating edges and centres. The relative size of the individual 
entities, and the angle and orientation of the relations were not primary considerations 
in this conceptualisation, because the emphasis was on understanding the 
‘containment’, ‘coincidence’ and ‘adjacency’ operators conceptualised between these 
concepts when they are operationalised as spatial entities in the real world.  

1.3 Results  
Prototypical categories were seen in the set of relations defined by the respondents. 
Despite the specific nature of the relations and prototypical operators that resulted, the 
analysis shows that a set of prototypical relations forming the ‘core’ associated with 
the semantics of the concepts can be extracted from cognitive schema through human 
subject testing, thereby supporting the hypothesis proposed. It is also suggested from 
the results that place and neighbourhood are conceptualised as lower-order concepts 
than region, and are linked by ‘intersects’ and ‘containment’ relations. Place and 
region are also shown to have ‘containment’ and ‘adjacency’ relations, and indicated 
that neighbourhood is conceptualised as a lower-order concept to place. The results 
provide a basic set of relations that give indications of the hierarchical organisation of 
place, region and neighbourhood, semantically as well as topologically. This basic set 
of relations can form the basis for further testing to develop any formal set-theoretic 
relations and models for place, rather than applying models that have been developed 
for geographic regions to concepts such as place and neighbourhood that have a 
higher cognitive dimensionality. It was shown that cognitive schemas also contain 
indications to the geometrical and topological relationships specified on geographic 
concepts in commonsense notions. From a map-based experimental design, it was 
demonstrated that the primary theory for concepts constitutes, not only the semantic 
associations, but also a core set of topological relations that can be defined by 
operationalising the geographic concepts as spatial entities. For an exhaustive set of 
relations, further dimensionalities of concepts and complex arguments for contexts 
must be considered. It is proposed that this work be carried out, to validate and extend 
the set of prototype relations obtained from this experiment, using methods applied 
here in combination with other experimental protocols based on descriptive and 
selective design principles. The results from the experiment described in this paper 
have significant implications for the way a formal model of place can be developed 
and how set-theoretic arguments and intersection models can be applied to the 
representation of place.  
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The Landmark Spider:
Weaving the Landmark Web

David Caduff and Sabine Timpf

Department of Geography, University of Zurich, Winterthurerstrasse 190,
CH-8057 Zurich, Switzerland

{caduff,timpf}@geo.unizh.ch
http://www.geo.unizh.ch/

Introduction

Landmarks play an important role when humans navigate through foreign environ-
ments [1,2]. For example, trying to find the way is much easier if the navigator can
rely on a description of the route based on well-recognizable objects in the environ-
ment, instead of navigating solely on the basis of street names and metric directions
[3]. Therefore, collecting and incorporating landmarks along a route is a crucial task of
pedestrian navigation systems that aim at providing efficient and reliable route instruc-
tions. Several proposals have been made on how to automatically extract landmarks
from data sets and how such landmarks could be used to enhance wayfinding instruc-
tions for pedestrians [4-6]. So far, however, the question what landmarks to consider
and how to integrate them in the route generation process is only poorly understood.
We propose a landmark spider that assesses the relevance of landmarks along a route,
includes these landmarks in the route generation process, and weaves a web of land-
marks along that route.

Background

Cognitive research has indicated that the complexity of route instructions may be as
important in pedestrian navigation as the overall length of the route. Streeter and co-
authors found that human navigators were prepared to take suboptimal routes in terms
of travel time, if these routes were potentially easier to describe and to follow [7,8].
Landmarks are important elements in route instructions as they ensure efficient and
reliable navigation [9]. So far, the typical approach to incorporate landmarks in route
descriptions has been to enrich navigation instructions with information about land-
marks [4,6,10]. Our approach is different in that it uses a subset of the available
landmarks, which are most prominent and easy to find, to determine the optimal route.
The introduction of landmarks in the route generation process is advantageous, since it
enables us to avoid areas of low landmark density and ensures consistent access to
landmark information along the complete route.
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The Landmark Spider

The landmark spider consists of a route network and a set of landmarks, including their
spatial attributes and non-spatial properties (salience, visibility, etc.). The network is
represented as a connected, simple, directed graph. The landmark spider uses a revised
version of Dijkstra’s shortest weighted path algorithm to find the optimal path be-
tween two nodes. The weighting function reflects the presence of landmarks at each
point along the route where navigators might need assistance. The model framing the
weighting function is based on findings by Michon and Denis [11]. According to
them, the three most important reasons why landmarks are required during navigation
are: 1) signaling where an action should be executed, 2) creating the link to the next
section of the route in terms of assisting in locating the next landmark, and 3) reassur-
ing navigators that they are still on track. These reasons are applied at specific loca-
tions along the way, and hence, can be mapped onto any network graph representing
routes pedestrians may take.

Signaling where an action should be taken occurs at places where three or more
edges meet, typically at nodes, with the exception of turning around, which may hap-
pen along any given edge. However, for the purpose of this study we neglect this case
and assume that any decision taken by the navigator is correct and no turning around is
required. Hence, each node needs to have at least one landmark associated with it. The
ideal case would be a set of landmarks that are visible from both ends of the edge
connecting the nodes and which are prominent enough as to provide guidance from one
decision point to the next. As the distance between nodes grows, however, one land-
mark eventually gets out of sight and the need arises to find the next reference point.
Hence, landmarks along edges may be required. In this case, we consider the vertices of
the route network, which we use as positional reference in assisting navigators to find
the next landmark as well as affirming that they are still on track.

Defining the Weighting Function

Now that we know where landmarks are required along the way, we can define the
weighting function. Basically, the weight is the sum of the factors that define the
binary relation between points on the route and potential landmarks. These factors are
1) the distance between a point and the landmark, 2) the orientation of the user with
respect to the landmark, and 3) the salience of the landmark itself. The distance is
important since close landmarks make better reference points than distant landmarks.
Orientation is included due to the fact that following route instructions is a directed
process. Hence, the orientation of a landmark with respect to the navigator is impor-
tant when referring to landmarks. For instance, landmarks located in the line of view
are more likely to serve as navigational references than objects located at the naviga-
tor’s back. Finally, the saliency of the landmark indicates its quality, which is in
essence a measure of the ‘visibility’ of the landmark. As a result, the salience is an
essential part of the relation between points on the route and the landmark. This con-
figuration ensures that each node and each vertex along the route is associated with a
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weight indicating the relevance of potential landmarks. Introducing these weights in
the weighted shortest path algorithms and summing them up results in the optimal
route in terms of landmark coverage.

Summary

In the best case, the optimal route computed by the landmark spider is identical to the
shortest path between starting point and destination. The worst-case scenario occurs if
the density of available landmarks is too low, in which case parameters of the weight-
ing function may have to be adjusted appropriately. Questions on results analysis and
comparison, as well as computational issues and performance are subject of ongoing
research. Nevertheless, the landmark spider provides a first approach to integrating
landmarks in the route generation process, in contrast to linking landmarks and route
description after route generation.
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Addressee-dependent Blending in Object

Localisation Tasks�

Kerstin Fischer

University of Bremen – kerstinf@uni-bremen.de

1 Blending in Spatial Reference

In this study, cognitive operations will be investigated for their use in spatial
object localisation tasks involving different addressees. The cognitive operations
considered are conceptual metaphor (1), metonymy, and blending (2). Blending
concerns the integration of two independent representations into a new structure
and is particularly relevant in our scenario.

The first pervasive finding in our data is that as soon as three similar objects
are close to each other, speakers refer to them as a group (3; 4). For instance,
reference to an object of this group is achieved by referring to it as the left,
middle, or right object, irrespective of whether they are right, middle or left
from the participants. Thus, the right object may well be left of speaker or hearer.
We can understand this as a blending operation of the concept of a group with
the close spatial proximity of the objects in question, in comparison with other
objects. The group is then taken as the relatum for spatial reference.

Furthermore, if the placement of the objects ‘resembles’ the shape of an ob-
ject, speakers refer to the groups in terms of these objects, for instance, the
square, the triangle, the top row, the bottom line. That is, objects were concep-
tualised as points marking the corners of imaginary objects. Yet, they are not
treated as ‘making up’ these corners, but as parts of real objects, as can be seen
in the following utterance: “the brick is located at the top corner of the triangle.”

Blending of different conceptual spaces occurs at several levels. Especially
the up/down dimension (even though our settings are two-dimensional, that
is, objects are placed on the ground in front of the participants) can be found
pervasively, for instance, “top row of group of three” or “bottom of square”.
According to (5), the relation between up as referring to a path on the vertical
dimension and up as a goal-directed path is metonymical: the reaching of its full
extension in the vertical dimension is taken to stand for the reaching of a goal
in general, as in drive up the street. In a next step, the metonymic extension
of up/down as a path is extended to a whole region, such that the blended
geometrical figures have a top and a bottom. Thus, we find the metonymic
treatment of up and down for far and close regions, as well as a blending of
object locations with geometrical figures. The latter is in line with reference to,
for instance, Tangram figures in conversation (6).
� This research has been supported by the German Research Foundation in the frame-

work of the SFB/TR8 Spatial Cognition at the University of Bremen.
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2 Addressee-dependent Cognitive Operations

The cognitive operations for spatial reference just described are quite complex.
The question I would like to address now is whether speakers can be shown to
be aware of this complexity and whether they adapt their instructions to com-
munication partners who may be suspected to have problems with such concep-
tualisations. The example investigated here is human-to-robot communication
(HRI).

2.1 Data

The set of human-robot dialogues analysed here were elicited in a scenario in
which the users’ task was to instruct a robot to measure the distance between two
objects out of a set of seven. These objects differed only in their spatial position.
The users typed instructions into a notebook, having an overview of the objects
to be referred to and the robot (a joint attention scenario). The relevant objects
were pointed at by the instructor of the experiments. There were 21 participants
from all kinds of professions and with different experience with artificial systems.
The robot’s output was either “error” (or a natural language variant of it) or a
distance in centimeters. Since by reformulating their utterances the users display
their hypotheses about the functioning of the system (see 7), error messages were
frequent. The user utterances are typed and thus transcription was not necessary;
typos were not corrected.

The human-to-human dialogues used were elicited with the same object con-
figuration. The task was to describe one of the objects so that the addressee could
identify it by pointing at it. To match the fact that in the HRI dialogues users
typed their utterances, participants in this experiment were instructed to write
their instructions on a piece of paper, which was then handed to the addressee.
Participants were placed in the same positions as in the human-robot scenario.
The participants were not allowed to talk or to communicate non-verbally.

2.2 Blending in Human-Robot Interaction

Many behaviours of speakers in human-computer and human-robot interaction
show that users believe their artificial communication partners to be restricted
in particular ways, especially regarding natural language processing, perception,
and human abilities such as identifying the intended meaning of a sentence in
spite of spelling errors. Thus, we may expect that users, in case they suspect
non-literal language use and blending operations to be complex, will also adapt
to their artificial interlocutor by using simpler or different types of descriptions
(7).

What can be found is that speakers indeed employ these cognitively complex
spatial descriptions, but not to same amount as in the human-to-human setting.
Furthermore, as soon as there are problems, speakers change to another way of
referring to the objects in question. As the repair in the example below shows,
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users are uncertain whether the notion of a group, here ‘collection’, can be pro-
cessed by an artificial system, and thus in case of problems change to some other
reference system:

(1) usr15-6:messe distanz zwischen den inneren beiden Tassen der rechten
Tassenansammlung [measure distance between the two inner cups
of the right collection of cups]
sys:ERROR 652-a: input is invalid.
usr15-7:messe distanz zwischen der tasse in der Mitte und der Tasse
schräg rechts dahinter [measure distance between the cup in the
middle and the cup diagonally right behind]

The same holds for blended geometrical figures. In the next example, the
blend is marked as an imagined representation, not as a real object, and even
though the system signals understanding by providing a distance, the speaker
employs another kind of description which does not make use of cognitively
complex concepts, such as an imaginary rectangle:

(2) usr17-9:miß den Abstand zwischen den beiden Tassen, die die längere
Seite eines Rechtecks darstellen würden [measure the distance be-
tween the two cups that would represent the longer side of a
rectangle]
sys:31,1 cm
usr17-10:miß den Abstand zwischen Roboter und der Tasse, die am zweit-
nächsten steht [measure the distance between robot and the cup
that is second next]

Moreover, even the metonymic up/down dimension which can be seen as
highly conventionalised is hardly used at all. In contrast to the pervasive us-
age in the human-to-human situation, only five out of twenty-one users in the
HRI distance measurement task employed up and down at all. These users are
furthermore likely to change to another way of instructing, as in the example
below:

(3) usr13-30:miss die entfernung zwischen dem objekt links oben und dem
objekt rechts oben [measure the distance between the object up
left and the object up right]
sys:Die Instruktion konnte nicht erkannt werden. Bitte formulieren Sie
neu. [The instruction could not be processed. Please reformu-
late.]
usr13-31:miss die entfernung zwischen dem objekt links hinten und dem
objekt rechts hinten [measure the distance between the object
back left and the object back right]

3 Conclusion

We can conclude that the speakers’ ideas about the cognitive complexity of spa-
tial descriptions influences the strategies they take in the communication with
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their artificial communication partners. Speakers are aware of potential prob-
lems in the use of cognitively complex ways of talking about space by means of
blended spatial expressions, such as the top row of the square, and they adapt
the complexity of their instructions to the (supposed) capabilities of their com-
munication partners.
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Study of Eye Movements in Landmark

Recognition:

An Experiment in Virtual Reality

Yu Jin, Sabine Gillner and Hanspeter Mallot

Department of Cognitive Neuroscience, Universität Tübingen
Auf der Morgenstelle 28, D-72076 Tübingen, Germany

yu.jin@uni-tuebingen.de

http://www.uni-tuebingen.de/cog

Abstract. Previous research on landmark has focus on landmark func-
tion in navigation. However, it is still not clear how a landmark is identi-
fied in a visual scene. Studies on active vision show that eye movements
are proactive, anticipating actions. Our eyes actively gather task-relevant
information from the visual scene. Here we are interested in how eye
movements involve in landmark recognition in navigation. We analyzed
eye movements of human subjects with respect to landmarks and dis-
tractors when they performed a navigation task in a virtual reality envi-
ronment. Landmarks are fixated longer and more frequently than other
objects in the scene.

1 Introduction

In everyday life, people have to deal with different navigation tasks such as way-
finding or route-planning. Successful navigation is facilitated by using landmark
information in the visual scene. Studies on animals and humans ([1], [2], [3])
have shown that landmark plays a dominant role in visual navigation. How does
an agent define an object as a landmark in a scene and use it in a navigation
task? Landmark is often noticed or memorized because it is capable of attracting
attention. Landmark saliency may accrue by a unique visual feature of an object.
In computer vision, a landmark can be distinguished from the background image
by comparing visual properties. However, the Eiffel Tower can be easily identified
as a landmark and one’s own house may increase saliency to the individual at
the same level. So landmark saliency is not equal to visual saliency of an object,
but depends on the functional content of this object in a certain navigation task.

Our eyes have limited spatial resolution in the periphery, which requires the
oculomotor system to direct the eyes towards objects in order to bring them
into the fovea area [4]. Yarbus’s study [5] has shown that the perception of a
complex scene involves a complicated pattern of fixations. The generation of
eye-gaze patterns is a processing of selecting task-relevant information. In recent
years, researchers have increasingly employed eye movements to study covert
cognitive process in different tasks ([6], [7], [8], [9]). Those studies have shown
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that eye-gaze patterns are highly specialized for different tasks. Here we studied
landmark recogntion in a navigation task by examining eye movements. We were
interested in whether there are landmark-associated eye movment patterns.

2 Methods

The experiment was run on a desktop computer. 10 subjects participated in the
experiment. All subjects had normal visual acuity.

Eye movements were recorded using a mobile eye-tracking system (ASL 501)
with an accuracy of about 1o. Video data were analyzed offline with Matlab. Fix-
ations were defined as any period in which a subject’s gaze remained stationary
with respect to an object in the field.

The virtual reality environment was programmed with OpenGL performer. It
was adapted from a Hexatown model in which subjects can not infer the current
location from the geometrical layout. Landmarks and distractors were intro-
duced in the environment and had matched visual propertis. Unlike landmarks,
distractors were duplicated at each place and identical in the whole environment.

Fig. 1. Bird-eye view of the virtual reality environment with landmark and distractors

The experiment had a training phase and a test phase. In the training phase,
subjects were driven passively along a route through the environment. They were
instructed to memorize the route. The route was designed as a loop route so that
subjects could not memorize it by using sequential memory. In the test phase,
subjects were placed randomly at some place along the trained route and asked
to reproduce the route by making next-step movement decision: move straight,
turn left or turn right. The movement decisions were performed by pressing the
corresponding cursor buttons (i.e. forward arrow ↑ move forward). Feedback was
given after subjects made the movement decision. The test phase consisted of
12 trials. The training phase restarted automatically if subjects made any error
in the test phase. There were two experiments (A & B). An object served as a
landmark in one experiment and as a distractor in the other experiment.
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3 Results

In order to perform the experiment, subjects need to identify landmarks in the
scene and associate them with the current location. We examined eye move-
ments data from experiment A (inital trial), experiment A (last trial, subjects
learned route and performed tests without errors) and experiment B (last trial).
Fixation number and fixation duration on landmarks and distractors were an-
alyzed. Figure 2(a) illustrates relative fixation number on landmarks (fixations
number on distractors is set to 1) in experiment A (first trial & last trial) and
experiment B (last trial). The mean fixation duration is shown in figure 2(b).
Landmarks are fixated longer than distractors (432 ms on landmarks and 323
ms on distractors).
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Fig. 2. (a) Relative fixation number on landmarks. THICK LINE: fixation number
on distractors is set to 1. (b) Mean fixation duration on distractors (light grey) and
landmarks (dark grey) in the experiment A and B.

We compared fixation duration on the same object in experiment A and B
(figure 3). The fixation duration is longer when the object acted as a landmark
than as a distractor in the experiment.
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Fig. 3. Mean fixation duration on objects (distractor in light grey & landmark in dark
grey)
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4 Discussions

Here we examined eye movements towards landmarks in a navigation task. Vir-
tual reality technique enables the possibility of manipulating the environment pa-
rameters (environment layout, objects). Landmarks in the experiment are unique
for each place and contain local spatial information. Subjects can use them
to infer the current location in the environment. Unlike landmarks, distractors
contain no spatial information. Landmarks and distractors have matched visual
properties. So they have similar visual saliency in the experiment. The difference
between landmarks and distractors is their functional content. Distractors were
duplicated at each place in the environment so they were presented more often
in the scene than landmarks. However fixation number data show that subjects
more often have their eyes gazed on landmarks than distractors. Also landmarks
gain longer fixation duration than distractors. It indicates subjects selectively
focus on the important information (landmarks) in order to perform the navi-
gation task, rather than view the visual scene randomly. Interestingly, an object
gains longer fixation duration when it acted as a landmark than as a distractor
in the environment. Different eye movment patterns could be explained by land-
mark saliency but not by visual saliency. We have demonstrated studying eye
movement patterns in navigation (active vision) provides a potential window for
covert cognitive processing. It gives a reliable, objective measurement to investi-
gate landmark recogntion in navigation: how subjects identify landmarks in the
environment and use them to perform a navigation task.

References

1. Cohen R, Schuepfer T: The representation of landmarks and routes. Child Devel-
opment, Vol. 51: (1980) 1065–1071.

2. Cartwright BA, Collet TS: Landmark learning in Bees. Journal of Comparative
Physiology A, Vol. 151: (1983) 521–543.

3. Steck S, Mallot H: The role of global and local landmarks in virtual environment
navigation. Teleoperators and Virtual Environments, Vol. 9: (2000) 69–83.

4. Carpenter RHS: Movements of the Eye. Pion Press, London. (1988)
5. Yarbus A.L: Eye movements and vision. New York: Plenum Press.(1967)
6. Land M.F: Predictable eye-head coordination during driving. Nature, Vol. 359:

(1982) 318–320.
7. Land M.F, Lee D: Where we look when we steer. Nature, Vol. 369: (1994) 742–743.
8. Land M.F, Hayhoe A: What ways do eye movements contribute to everyday activ-

ities? Vision Research, Vol. 41: (2001) 559–565.
9. Shinoda H, Hayhoe M, Shrivastava A: What control attention in natural environ-

ments? Vision Research, Vol. 41: (2001) 3535–3545.

14



A Framework Modelling Connotations of Spatial Objects 

Manfred Loidold and Christine Giger 

GeoInformation Technologies Group 
Institute of Geodesy and Photogrammetry 

ETH Zurich 
{loidold,giger}@geod.baug.ethz.ch 

1. Lacking Abilities of Conventional GIS 

Geographic Information Systems (GIS) are made to support men in dealing with 
spatial tasks and decision-makings. But the difference between human perception of 
space and the way, GIS handle spatial information limits the applicability and spread 
of GIS. Differences between human and technical perception of space are: 
• GIS tend to represent spatial objects in a static way ignoring the dynamics of 

change. 
• They do not take into account human connotations about spatial objects (and 

relations). 
• GIS ignore the functional aspect of a spatial object. 
• They simplify interdependencies to topological relations. 
 
These deficiencies define the requirements for a GIS representing spatial objects and 
relations in a more sophisticated way: the capability  
• to take into account the function of an object 
• to acquire and represent dynamic processes 
• to model and formalise the different perceptions, views and estimations of 

individuals towards spatial objects 

2. Functional Aspects of Spatial Objects 

The purpose of this approach is to contribute to the spatial cognition research by 
investigating the functional aspects of spatial object. The framework is based on the 
assumption that the functions of an object determine its perception. The value of an 
object for satisfying individual needs defines the individual evaluation of a spatial 
object. 
The functional aspects of spatial objects can be divided into two different classes. On 
the one hand, geographic objects contain universally valid aspects, which are 
independent of the perception of a specific viewer. On the other hand, spatial objects 
are characterised by specific aspects depending on the particular user.  
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In general, the purpose of a street is to support the demand for mobility (universally 
valid worth). But the perception and appreciation of a specific street will vary, 
whether someone drives on it (=enabling aspect) or tries to cross the street by 
walking. Depending on the circumstances (e.g. traffic volume) the latter perceives this 
street as an obstacle (disabling aspect). As soon as this persons walks along the street 
on the sidewalk, the street (including the sidewalk) will turn into an enabling object. 
The changed viewpoint of perception modifies the actual appreciation. 
 
This example illustrates the necessity to distinguish the validity of functional aspects 
associated to a spatial object: 
a) Universally valid independent of a particular viewer 
• Geometry  
• Topology  
• Attribute data  
• The potential function denotes all possible functions, which an object can fulfil – 

regardless of its actual function. 
• The potential modification includes possible changes on the ontology of an object 

taking into account the dynamic aspect. 
 

b) Specific aspects depending on the viewer    
• Actual modification denotes any change on the object or the view point of an 

observer, which actually takes place. 
• Actual function means a task a person assigns to a spatial object. 
• The individual benefit of an object is the worth for satisfying one’s basic needs. 
• The relational aspect denotes perceived interdependencies of objects. 
=> Results are the effects of spatial objects (aims, consequences). 
=> These effects shape connotations and consequently the individual’s evaluations of 
objects. 
=> They reflect human perception of space. 

3. Functional Relations 

In the modelling of the functional aspects (f) our approach aims to rely on applied 
methods (CSL) and to figure out interdependencies: 
• The ontology (f0) of a spatial object contains geometry, topology and attributive 

data, which is formalised by a Conceptual Schema Language (CSL) like 
INTERLIS (cf. figure 1 at the end of this list). 

• The potential function depends on the ontology and the respective class of objects: 
f1(f0, class of objects) ∈ F1, where F1 denotes the set of all possible potential 
functions .  

• The potential modification depends on the potential function and – if not included 
in it – the respective class of objects: f2(f1, class of objects). 

• The actual function is a subset of the potential functions of an instance of a class of 
objects: f3(Obji) ∈ F1. 
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• The actual modification is a subset of the potential modifications: f4(Obji) ∈ F2. 
• The individual benefit (f5) is determined by the ontology, the actual function and 

the actual modification. The individual benefit of an object for satisfying needs is 
reduced, if the function can be satisfied by another facility (Substitution S): 
f5(f0(Obji), f3(Obji), f4(Obji) – S). 

• The relational aspect is determined by the ontology and the functional aspect of an 
object. As we cannot exclude further implications, we include a factor x (external 
factors) in this framework: f6(f0(Obji…n), f3(Obji…n), x). 

• The functional aspect result in certain effects (f7) determined by the ontology, the 
actual function, the potential modification and the individually perceived benefit: 
f7(f0, f2(Obji), f3(Obji), f5). 

 

 
Fig.1: INTERLIS (Conceptual Schema Language) formalises geometry, topology and 
attribute data. 
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We argue that all functional aspects interfere with the effects of a spatial object 
directly or in an indirect way. Together with external factors these effects have a 
bearing on the connotations of a person concerning a spatial object. They are 
represented in figure 2 as cloud, because these external factors are numerous and the 
list is not complete. 

Figure 2: interdependencies of the universally valid and the specific aspects resulting 
in certain connotations concerning a spatial object.  
 
Based on observations in a decision making process we figured out three typical 
distributions of connotations in a participatory planning group: 

1. Homogenous distribution occurs if all participants share connotations of a 
spatial object or a class of objects. The homogenous evaluation can either be 
positive (e.g. wood), neutral (cable car), or negative (waste deposit). 

2. A distribution is heterogeneous if no peak can be stated and the connotations 
cover a wide range. All evaluations (very high – very low) are assigned to a 
spatial object. No generally valid connotation could be identified.  

3. A bipolar distribution is characterised by peaks at both ends of the scale. 
Street is a typical example of polarising object.  

 
Although these observations were made in the specific scope of a participatory 
planning process, we suppose that these classifications of connotations are universally 
valid. Our further research aims at developing and confirming our framework in order 
to verify if this approach supports the understanding of spatial cognition and 
evaluation processes. 
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Abstract. Also Satellite positioning Systems such as GPS have drastically 
simplified the task of geo-referencing physical objects; geo-referencing 
semantic objects such as multimedia documents still are a challenging field in 
computer science. In the tourism area the precision of a GPS handheld with an 
average error smaller than 5m is good enough for geo-referencing physical 
objects like train station or sightseeing spots. We propose to indirectly geo-
reference the corresponding Semantic objects through these physical objects 
they refer to. Our paper describes the architecture of a content management 
system which provides support for both direct and indirect geo-references and 
which have been implemented in the Route Description System authoring tool. 
For example it is now possible for a provider of a web-based information 
service for bikers to easily generate the description of a particular tour for a 
biker according to his personal preferences regarding content and media. 

Geo-referencing semantic objects 

Satellite positioning systems such as GPS have drastically simplified the task of 
geo-referencing, i.e. the task of determining the geographic coordinates of physical 
objects. However, geo-referencing semantic objects such as multimedia documents 
still constitute a major challenge for research in computer science. Semantic objects 
are geo-referenced indirectly through the physical objects they refer to. We study the 
problem of indirectly geo-referencing documents with touristic content. Our paper 
describes the architecture of a content management system which provides support for 
both direct and indirect geo-references and which have been implemented in the 
Route Description System authoring tool. 

In several application areas, the geographic coordinates of physical objects can be 
determined with sufficient precision by anyone in possession of a GPS-handheld 
device produced for the consumer market. This is certainly the case for touristic 
applications in which points of interest (POI) need not be localized with an average 
error smaller than 5m. As a consequence, an increasing number of tourists make use 
of GPS-handhelds to support them in activities like biking or hiking. On the Web, 
they exchange GPS-data recorded in the field, e.g. route data and POIs of last 
summer’s biking tour.  
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Today’s content management systems (CMS) are designed to store, retrieve, and 
edit content for the Web and do not provide specific support for geo-referenced 
content. This makes it extremely difficult to reuse the content according to spatial 
criteria. Consider the following example. The provider of a web-based information 
service for bikers would like to manage all touristic content relating to a regional 
network of biking trails. It should be possible to easily generate the description of a 
particular tour for a biker according to his personal preferences regarding content and 
media. The result could be a text giving navigation instructions and describing a 
personalized selection of POIs or, equally well, a GPS track and an audio file with 
background information about history and geography of the region. What impedes 
current CMS reusing descriptions for parts of a route is the lack of support for 
organizing content in a way that reflects the spatial organization of the route network. 

Route Description Mark-up Language 

The foundation of the proposed CMS architecture is a representation language in 
which n-dimensional geo-features can be described and associated with non-spatial 
content. Zero-dimensional geo-features represent POIs, one-dimensional geo-features 
route segments and two-dimensional geo-features regions of interest. Image 1 and 2 
illustrate these geo-features on the basis of two drawings generated in Autodesk Map. 
One requirement for the route description mark-up language (RDml) is that it also 
serves as an exchange format between various applications over the web. Designing 
RDml as a XML language was therefore a straightforward choice.  

 
 

 

Image 1: GPS biking route n
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A number of XML-based spatial languages have been

purpose of exchanging GPS data. A good example is 
language (NVML) described by Takayama et al. (2003), 
Although this language is suitable for the representation of
in its expressiveness. For example, the representation of two
or the association of video content is not possible.  

For this reason, we decided to design RDml, as a spe
directly and indirectly geo-referenced content. Basic prim
segments, POIs and regions. These zero- to two-dimens
associated with multimedia content objects. Multiple as
content from different sources are also possible. 

The Route Description System Architecture 

The route description system (RDS) architecture co
abstraction. The lowest is the base layer which implements
network, the POIs and regions in terms of standard GIS fun
the route network is also used as an index for the multimed
the geo-features.  

Next comes the thematic layer where the geo-features ar
information. On this layer, they appear as routes, POIs and 

On the following semantic layer all content is repres
content as well as GPS data.  

The top layer represents metadata for the content. 
metadata such as “data format” also judgments about the
quality) are included. Image 3 shows the RDS layer architec
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 Image 3: RDS architecture 
 

Conclusion and Outlook 

Within this paper we presented architecture and a representation language with 
which it is possible for a CMS provider to organize content in a way that reflects the 
spatial organization of the route network. The indirectly geo-referenced content can 
be reused and put together based on personal preferences. The individual route of 
interest composed out of route segments is associated with thematically selected POIs 
and regions, through which the route leads. The multimedia content is chosen based 
on document related metadata. 

 
Future research will have to make the “valuation” metadata usable for the selection 

of the multimedia content for the route description. This will be one of the next steps 
to build a recommender system for GPS biking tours. 

Furthermore the implementation of both metadata aspects in the representation 
language RDml, e.g. in form of a RDF/XML-serialization, will be necessary for the 
recommender system and useful for exchanging this “hybrid” documents, GPS data 
and multimedia data, between two RDS applications.  
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As the saying goes, "a picture is worth one thousand words". Is that true for route 

directions? Thanks to its universal character, a drawing can be understood independ-
ently of the language used by the reader. Furthermore, the inspection time of a sketch 
is shorter than that of a text, because the first allows the reader to access directly the 
elements he/she needs while neglecting secondary pieces of information [1], [2]. In 
the domain of spatial descriptions, the pictorial mode of expression is expected to be 
privileged. Indeed, it allows representing in a synthetic way spatial relations which 
would be long to describe by verbal means. Unsurprisingly, maps are frequently used 
for pedestrian or car navigation. However, in spite of the advantage of maps for rep-
resenting global, immediately accessible information, and for making spatial relations 
explicit, they are still not the favourite aids of users for navigation tasks, and they 
tend to be judged as unclear and difficult of use [3], [4]. 

This work examines the use of graphical descriptions of routes, and its relationship 
to verbal descriptions. A central issue is that of the type of information that people are 
able to extract from them. To such purpose, we conducted an experimental study 
which consisted for participants having no prior knowledge about the route in re-
expressing the content of a graphical description into a verbal description. The analy-
sis of verbal descriptions obtained in that way, as translations of the graphical de-
scriptions, provided us with interesting clues about the way individuals use this mode 
of description and about the type of information they are able to extract from a 
sketch. The initial material for the study consisted in a set of sketches produced pre-
viously by persons having a good knowledge of the route. As opposed to a map, such 
sketches are pre-processed artefacts in the sense that, ideally, they will contain only 
necessary and sufficient information about the route. Good and poor graphical de-
scriptions were selected by judges having a good knowledge of the route (Fig 1). The 
verbal descriptions produced as the result of the interpretation of a sketch reflect the 
cognitive processes involved in the use of a graphical description. Since verbal de-
scriptions of routes possess properties similar to those of the actual process of naviga-
tion, they tend to appear as linear, composed of sequences representing local informa-
tion presented in the "correct" temporal-spatial order. They also provide indications 
about the processes which are activated when "reading" a sketch. 
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Fig. 1. Selected sketches: a good graphical description (left) and a poor one (right) 

Our results show that a user first locates his/her initial position,  which is usually 
made clear as a comment. This initial information ensures that the person will begin 
his/her progression in the correct direction. This initial step may involve the choice of 
a particular route when several possibilities appear. We also noted in verbal descrip-
tions a systematic positioning of the subject, which results in the use of corresponding 
lexical terms (on your right). This positioning fixes the origin of the reference frame 
used in the description for positioning the landmarks (Take the street on your left). 
Moreover, landmarks and actions are often localized by the user.  

 
The user then fragments the global information into several local pieces of infor-

mation. He/she then proceeds to the identification and to the grouping of the elements 
presented in the sketch. The translation of a sketch into a verbal description imposes a 
division of the sketch into minimal units of information which we call "graphical 
schemas". These "graphical schemas" stem from the grouping together of elements 
according to specific rules; for instance, the grouping is made between elements situ-
ated in a relation of proximity on a sketch, and between elements representing an 
action and elements representing landmarks. Figure 2 shows an example of the group-
ing. During that phase, "bounded" landmarks are first taken into account. In the ab-
sence of such landmarks, either the grouping is made using the unbounded land-
marks, or  only the action itself is considered.  
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Fig. 2. Examples of the grouping together of elements in the fragments of sketches represent-
ing the same part of the environment: on the left, a fragment from a good graphical description, 
on the right, the fragment from a poor one.  

In our experiment, the participants segmented the sketches according to a small 
subset of types of graphical schemas. This suggests that graphical schemas can be 
considered as primitive route elements, or "wayfinding choremes"[5]. Based on our 
study, we defined a repertoire of basic graphical schemas used in graphical route 
directions, which were shared by all participants. The basic units differ from the tradi-
tional maps, being simpler and more schematic. We suggest that such units can con-
tribute to the development of "a language for space", as  proposed by Brunet [6], [7].  
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Take to the right of the bakery 

Take the street in front of you
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Abstract. We investigated the eye movements of human subjects, walk-
ing through a real and a virtual hallway. Subjects in both types of ex-
periments prefer to look on a few objects along the travelled path, the
number of fixations to the same objects in the real and the virtual envi-
ronment show a positive correlation (r = 0.88). From this result we can
conclude that virtual reality is a reliable tool for eye movement studies.

1 Introduction

In recent years eye movement studies in natural environments have become a
focus of research. At the same time, virtual reality has become an accepted
tool in psychophysical studies. Here we investigate the eye movements of human
subjects while walking through our lab and compare them with eye movements
of subjects driving throught the ”same” hallway in a virtual environment.

2 Methods

(a) (b) s

Fig. 1. (a) In the experiments in virtual reality subjects were seated in front of a round,
tilted projected screen with a large field–of–view in horizontal and vertical direction.
They could move with a joystick. (b) In the experiments in the real environment
subjects walked a route through the hallway of our institute.
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11 subjects took place in the experiment. Their task was to walk along a route
of about 50 m through our lab, including three left–turns. For the experiments
in virtual reality we build a model of the floor in a highly detailed manner.
In these kind of experiments subject were seated in front of a round, tilted
projection screen (horizontal field–of–view: 163o, vertical field–of–view: 70o) and
could move through the virtual environment with a joystick. In both types of
experiments eye movements were recorded (ASL 501 mobil) with an accuracy of
about 1o. Instructions about the route were given previously. Subjects performed
three trials: either vr–real–real or real–vr–vr. One experiment lasted about one
hour, including a calibration procedure of the eye tracker.

3 Results

Subjects in both types of experiments prefer to look on a few objects along the
travelled path. Interestingly the number of fixations to the same objects in the
real and the virtual environment show a positive correlation. A linear fit (see
fig. 2) has a slope of almost one (f(x) = 1.2x−0.003), the correlation coefficient
is 0.88. The majority of fixations are pointed straight ahead in the direction of
progression(around 40 % of the fixations). In virtual reality there is a stronger
tendency to look on the floor (11 % of the fixations in VR vs. 6 % of the fixations
in the real environment). The mean duration of the fixations in the two types
of experiments showed no significant difference (401 ms in the real environment
vs. 398 ms in the virtual environment), whereas the total number of fixations
in the real environment was much higher as in the virtual environment (1393 in
the real environment vs. 972 in the virtual environment).

Fig. 2. Correlation plot of number of fixations to selected objects in the real and virtual
conditions (linear fit: f(x) = 1.2x− 0.003, correlation r = 0.88).
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4 Discussion

In virtual reality, subjects fixate the same objects along a travelled path as in a
similar real environment. In both environments most of the fixations are directed
towards the direction of progression, which was also found in other studies [1],
but in a much higher extent (67 % up to 92 %). Also the fixation durations in
both environments were comparable. The largest difference concerns the number
of fixations to the ground floor. This could be due to the different locomotion
modalities in the two experiments: In the real hallway we investigate the eye
movements of pedestrians, whereas in the virtual environment the movement
with the joystick resembles rather driving a car. From driving studies it is known
[2] that eye movements are directed in particular towards the street. In summary
we can conclude from our results, that virtual reality is a reliable tool for eye
movement studies.
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Abstract. Recent data from experiments on sensory-motor learning of spatio-
temporal sequences will be summarized along with simulations from a recur-
rent neural network. The network predicts human learning as well as generali-
zation to novel sequences. The close match between the results of the network 
and the human data suggest that human learning in this task can be explained 
by a rather general, associative learning algorithm. It has to be kept in mind, 
though, that this is no proof that humans generally learn spatio-temporal tasks 
associatively. In addition, alternative explanations will be considered as well. 

1   Introduction 

In psychology experiments, recurrent neural networks have become popular models 
of human learning. One example is the simple recurrent network, abbreviated SRN 
[1], which was the most cited paper in Psycholinguistics and the 11th most cited pa-
per in Psychology from 1990 to 1994 [2]. One reason for its high impact might be 
that its learning principles have a long tradition, not only in psychology, but also in 
related disciplines investigating sensory-motor learning [3]. These principles are 
mechanisms of associative learning, where connections between units are formed 
through simple associations, much as learning takes place in the majority of neural 
networks. Moreover, there is evidence that animal learning can often be explained by 
associative learning mechanisms, [4]-[7], and at least some human learning can be 
explained by those mechanisms as well, e.g. [8]-[13]. SRNs were also successful in 
serial reaction time experiments, where participants respond to sequences of signals 
on a computer screen by pressing designated keys on their keyboard. What all serial 
reaction time experiments in this summary have in common is the screen display 
depicted in Figure 1. The signals consisted of a circle filling with white color until the 
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participant pressed a key. Subsequently, the three outlines momentarily re-appeared 
until the next circle filled with white color. 

 

Fig. 1. The screen display in my Serial Reaction Time Experiment 

1.1.   The Sequence Learning Task 

To clarify the sequential order of circle flashes, the letters A, B and C will be used to 
illustrate circle locations, but participants never saw any letters in the course of the 
experiment. They only saw the 3 circles. The Experimental group received the fol-
lowing consistent sequences 

 
AB(varying numbers of C elements)BA   or 
ABB(varying numbers of C elements)BBA 
 

In other words, the number of B elements before the Cs determines how many Bs 
appear after the Cs. The Control group was trained on the same sequences as the 
Experimental group (=consistent sequences) in 50 percent of the cases, and on the 
following inconsistent sequences in the other 50 percent of the cases: 

 
AB(varying numbers of C elements)BB   
ABB(varying numbers of C elements)BAA 
 

In the Control group, the number of B elements before and after the C elements was 
not always the same during training. Following the training phase there was a testing 
phase where both Experimental and Control group were exposed to both consistent 
and inconsistent sequences. If the Experimental group was able to learn the relation-
ship that the number of Bs is the same before and after the Cs, they should anticipate 
an A as the final location and a B as the penultimate location at the location where 
Experimental and Control group diverged. Faster reaction times and less errors on the 
respective locations would indicate anticipation. In my simulations with the SRN, 
anticipation is expressed by means of higher activities on the units representing the 
respective locations. The network is trained on the same sequences as the participants 
and the results are analyzed with the same methods. More details on testing the par-
ticipants and running the network simulations can be found in [3], [14], [15]. 
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2.   Summary of Results 

Participants in the Experimental group not only performed better than the Control 
group on the respective sequence locations (see 1.1). Rather, their performance was 
also determined by the varying numbers of C elements, which were themselves ir-
relevant with regards to the relationship between the Bs. If participants had been 
trained on an odd number of C elements (such as 1, 3, 5 Cs), participants would not 
only learn this relationship for the trained sequences. Rather, they would also general-
ize to novel sequences with odd numbers (such as 7 Cs). If participants had been 
trained on both odd and even numbers of C elements (e.g. 1, 3, 4 and 6 Cs), they 
would generalize to novel sequences with both odd and even numbers, such as 2 Cs 
and 5 Cs. However, they would not generalize to novel sequences outside the training 
range (such as 7 and 8 Cs). The remarkable finding is that this pattern of results was 
exactly predicted by the SRN. I replicated this finding in further experiments with 
different numbers of C elements. Analyses and results are beyond page limit, but 
details are provided in [14] and further experimental results are in preparation [15]. 

3.   Discussion 

The close match between the results of the SRN and the human data suggest that 
human sequence learning, in so far as this task is concerned, can be explained by an 
associative learning algorithm. The successful model for this experiment [1] belongs 
to a group of connectionist models that make use of associative learning algorithms, 
of which error correcting algorithms are prominent examples [16]. It has to be kept in 
mind, though, that these particular algorithms learn the statistical regularities of the 
training set, so that statistical models would also be able to account for these results, 
e.g. [14], [17], [18]. A recent statistical approach to sensory-motor learning [19] 
could also be extended to model this sequence learning task. On the other hand, asso-
ciative learning algorithms and statistical approaches (e.g. Bayesian learning) are 
linked, so that convergence to similar results comes by no surprise, e.g. [14] and [20]. 
However, statistical models are usually not based on the type of auditory feedback 
that our participants received (a beep for the wrong key press and no beep for the 
right key press). This type of feedback is reminiscent of the feedback given in the 
SRN’s learning algorithm. Moreover, it has been shown in another paper [3] that 
participants reach the point where their performance breaks down, i.e. their learning 
stops. So far, this finding was only predicted by the associative SRN. 

What would be difficult, though, is to explain these findings with a rule-based 
mechanism. If participants figured out the underlying rule that the number of Bs is the 
same before and after the Cs, why would they generalize to some novel numbers of C 
and not to others. Even if they formed a rule for the odd-even distinction, why would 
they generalize outside the training range in one experiment and not in the other, and 
why can all these results including the performance break-down be predicted by a 
purely associative model? Nevertheless, this type of task provided evidence for rule-
based performance on shorter and less numerous sequences [14]. 
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1 Introduction

Information services designed for use on handset devices such as smart cellu-
lar phones or GPS-equipped PDAs exploit knowledge about the user’s location
to decide what type of information to present. Typical examples are location-
aware information systems for museums (see [1, 2]) or computer-mediated out-
door games (see [3, 4]). To be able to provide helpful context-sensitive informa-
tion not only the location of the user (“where is the user?”) but also his intention
(“why is he there?”, “what does he want there?”) has to be taken into account.

2 Intention Detection

While the location of an user can be measured (more or less accurate), his
intentions are less obvious but may be inferred from his behaviour. Although
the number of user intentions is virtually unlimited, generally, only few types of
intentions need to be discriminated in order to determine the user’s information
needs (see [5]): specific locations entail specific sets of possible intentions (at a
bus stop you may wait for the bus, enter the bus or simply pass by on a walk,
and even if there are many more possible intentions only these are important to
distinguish for the information system), enabling the mobile system to provide
useful information (Fig. 1).

spatial
intentions
user information

servicesbehavior

searching detailed
map displaycache

Fig. 1. Intentions as an intermediate level in modeling behavior-service mappings
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Crossing Viewing

Fig. 2. Examples of motion track patterns.

One simple approach of behavior identification is motion track analysis. By
tracking the user’s location over time, his current speed, acceleration, motion
shape etc. are known and reveal hints on his intention, as shown in fig. 2. To
the left, the user’s motion through a given region is fast and smooth, to the
right the motion is much more winding. By using the information that the given
region is an exhibition we can deduce the users intention (crossing vs. viewing
the exhibition) from the fast and smooth vs. slow and winding motion track
structure.

For motion track analysis the micro structure of the track is singled out by
calculating the ε-histogram (see [6]) and the velocity curve. These data (sup-
ported by other sources, e. g. the main shape of the motion track) is matched to
a given ruleset determining the current behavior.

3 Using Spatial Partonomies

As stated before, the mapping from a certain behavior to an intention depends
on the current location of the user. Therefore any spatial region can have an
own specific ruleset mapping behavior to intention. The motion track is cut at
region borders and each part is handled separately.

By using partonomic structured regions (“regions within regions”) a hier-
archical intention detection can be applied. Fig. 3 shows the motion track of a
person moving through a partonomic structure P incrementally entering and
leaving regions A,B, C, . . . ∈ P: the person enters F , leaves F , enters G, leaves
G, enters D and so on, giving the sequence

−F −G−D − C(A−B−)−G− .

For each region R a set of possible intentions IR is predefined and a set
of rules/prototypes is given to identify the present intention. This is done by
selecting the part pR of p inside R (by splitting p at the point, where the motion
track enters and where it leaves R).

Regarding region F the matching is simple: the measures (ε-histogram, ve-
locity curve, main shape, . . . ) of the part pF of p inside F are calculated and
the rules/prototypes specifying the different intentions I1, I2, . . . are applied
to them. If one rule set matches, the corresponding intention Ik is selected. If
nothing matches the intention within F is unknown. The same procedure is valid
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F D

E
G

p

A

B

Fig. 3. Moving through a partonomic structured space

for the regions D and G. Even though there is a region E ⊂ D, E is not crossed
by p and therefore savely ignored.

Within region C things become more sophisticated. Here p first enters C
and within C crosses A and B before leaving C again and now the hierachical
structure of P is used. In our example the part pC of p inside C is cut in four
segments pA (part of p inside A), pAB (part between A and B), pB (part inside
B) and pB0 (part between B and the border of C), we get

pC = pA ◦ pAB ◦ pB ◦ pB0.

On the first step the behavior within A and B is processed, revealing the
intentions IA and IB , we get the mixed representation

rC = IA ◦ pAB ◦ IB ◦ pB0.

(If no intention IB is found, because no rule set matches, the intention set IB is
ignored and we get the sequence

rC = IA ◦ pA0 with pA0 = pAB ◦ pB ◦ pB0 ,

likewise for region A). For processing rC the rule set for IC is enhanced. The parts
pAB and pB0 are handled by the given rulesets, but additionally the knowledge
about the intentions IA and IB is incorporated.

Figure 4 gives an example. Here we have a museum M with two exibition
rooms E1 and E2 and a cafeteria C. The motion track p gives the sequence

−M(−E1 − E2C−)− .
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E1

E2
C

M p

Fig. 4. Visiting a Museum?

To analyze the intention of the observed person within M the intentions found
by analyzing the track within E1, E2 and C can be used: if IE1 and IE2 are
“crossing” and IC is “resting” we can conclude that IM is “visiting the cafeteria”
and not “visiting the museum”.

Certainly the partonomic hierarchy can be deeper, the museum is part of
a town and so on, and on each step (each region) the intentions found in the
enclosed regions are used.

A more complete technical description on motion analysis and intention mapping
is given in [7].
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Abstract. In the poster we state our preliminary research results in developing a hierarchical qualitative 
mechanism of traffic recognition for communication. Traffic maneuvers can be classified according to 
certain qualitative aspects. Here a simple and intuitive model is used to capture the different states of 
traffic maneuvers. A hierarchical structure makes it possible to view the maneuvers on different 
abstraction levels. Natural language communication is done according to the different levels more or 
less detailed. 

1 Motivation 

Imagine an autonomous helicopter like the one developed in the WITAS project [1]. It is communicating 
the actions of a vehicle on the ground in natural language to a human operator who himself doesn’t see the 
situation. According to the required amount of detail it could say: “The red car is driving behind a green 
truck, …, now the car is sheering out from behind the truck, …, coming alongside the green truck, …, 
passing it and sheering in in front of it.” Or if less information will do “The red car is overtaking the green 
truck.” 
Now consider a driver support system that can provide you with the information what the cars around you 
are up to. Knowing which maneuver another driver intends to do, while you can not predict this yourself 
since you might not be familiar with the road system, might be of great help for you to drive smoothly in 
the traffic and to prevent accidents. 

2 The Research Approach 

We aim to develop a qualitative approach whereby traffic maneuvers can be represented in an artificially 
intelligent system. This representation will be sufficient to classify traffic maneuvers, give the background 
for communicating them in natural language and provide the basis for detecting dangerous traffic 
situations. For the natural language communication we want to describe every elementary movement of an 
object in focus as well as to give a description of composite maneuvers, which contain several sub 
maneuvers. 
If we want to describe where an object is situated we normally do this in relation to other objects, like “The 
green car is overtaking the truck” where the truck is the reference object. If we say “The yellow bus is 
turning right at the crossing” the crossing is the reference object. 
In our work we begin with the directed moving object model (DMO model) shown in Fig. 1. Several 
approaches exist that use this type of model for qualitative reasoning about directed and/or moving objects. 
Freksa [4] describes the double cross calculus for oriented objects. He uses a neighborhood-oriented 
representation to reason about spatial direction information. His approach is one-dimensional. For our 
purpose we need a two-dimensional model but as well orientation and direction information. The 
terminology in the DMO model is thus the same as it is by Freksa. 
Mukerjee and Joe [6] use a two-dimensional model for calculating position relations of objects. They use 
an enclosing box around the object that first has to have an identified front direction. They then divide the 
plane around this box by extending the boxes’ lines in eight two-dimensional regions that are named 1 to 8. 
The direction relation matrix used by Goyal and Egenhofer [5] to calculate distances in similarity between 
spatial scenes forms a grid around the target object that divides the plane into nine quadrants where the 
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eight surrounding quadrants are named north, northeast, east, southeast, south, southwest, west, and 
northwest. 
One approach for tracking traffic, including learning traffic maneuvers from the observed information, 
from a video input taken by a stationary camera has been done by Fernyhough et. al. [2]. The relative 
position of objects that are close to the reference object are given as well as a grid around the reference 
object. The areas around it are named: Ahead, Ahead Right, Right, Behind Right, Behind, Behind Left, 
Left, and Ahead Left.  

2.1 The Directed Moving Object Model 

Although this model is very simple in itself, it can be used as the basis for defining more detailed position 
descriptions and transitions; it can also be used as a framework for relating different aggregation levels. 
In the model, shown in Fig. 1, the plane in which the two-dimensional directed object (the reference object) 
is situated is divided into nine two-dimensional regions. The arrow indicates the direction of the reference 
object relative to which the resulting regions are named. These are the relative positions where another 
object, the object in focus, can be in relation to the reference object. The square in the middle is the place 
where the reference object itself is situated. 

 

Fig. 1. The directed moving object model                                Fig. 2. The conceptual neighborhood graph 

If an object is in one of those regions this can be stated in natural language. It is sufficient to only state it 
once without mentioning any changes in position as long as these are within the same qualitative area. The 
second thing we would like to express are changes between the areas. There are 24 primitive transitions that 
describe a change from one area to a conceptual neighbor area if we assume a four-neighborhood of the 
qualitative areas. 
The nine positions where an object can be located with regard to the reference object and the 24 possible 
transitions between those positions can be organized in the conceptual neighborhood graph shown in Fig. 2. 
For the traffic domain where movement is normally continuous it is sufficient to only concentrate on 
continuous processes. That means that all movement can be described along the transitions of the 
conceptual neighborhood graph. A real maneuver can then be seen as an actual path through that graph. 

2.2 Usage of the DMO Model 

The input in the system can be a sequence of snapshots of the scene of interest wherein all objects have 
been identified or a sequence of messages about state transitions. As an example we give the description of 
an overtaking maneuver: We concentrate on one object (the vehicle in focus) that is the white car in Fig. 3, 
and want to describe its actions. First we find a reference object that will be the black car in front of it. 
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Around the reference object the DMO areas are established which makes it possible to state that the white 
car is in the straight back area as shown snapshot a) in Fig.3. While formulating the natural language 
expression we will take into account what kind of objects participate in the maneuver and adjust the 
terminology in the way humans would do. In this case the first snapshot would lead to the sentence: “The 
white car is driving behind the black car.” For the following snapshots the statements “The white car is 
sheering out from behind the black car”, “It is driving left behind the black car”, “It is catching up to the 
black car, driving beside it, passing it, driving left in front of it and is sheering in in front of it ” and finally 
“The white car is driving in front of the black car”. It is not always appropriate to describe every step of a 
maneuver. On a higher level of communication the whole chain of elementary actions can be grouped 
together and stated as one overtaking maneuver, as well as e.g. several overtaking maneuvers in a row can 
be grouped to an overtaking of a queue. 
 

Fig. 3. Snapshots of the overtaking maneuver. The black car is the reference object; the white car is the vehicle in focus 
which actions are described according to its position relative to the reference object.  a) driving behind  b) sheering out 
from behind  c) driving left behind  d) catching up  e) driving beside  f) passing  g) driving left in front  h) sheering in 
in front  i) driving in front. 

3 Future Work 

For the future of our project we plan to collect a suitable number of traffic maneuver descriptions that 
include maneuvers with several reference objects, combined maneuvers, and complex traffic situations and 
combine them with the dialog system that the helicopter uses to communicate with the operator. Prediction 
of traffic maneuvers will be part of this work. Furthermore we will decide on a modeling language for our 
approach. 

a)                          b)                              c)                           d)                          e) 

f)                             g)                          h)                            i) 
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Classical studies in cognitive science indicate that the spatial representation used
for navigation and localization tasks in cognitive systems is based on a static and
allocentric cognitive map (see, e.g., [9], [5]). Nevertheless, recent studies propose a
different view. First evidence against the concept of a static allocentric cognitive
map was raised by [1]. They showed that a viewpoint-independent representation,
as claimed by the cognitive map thesis, can only be generated under specific, i.e.
unnatural conditions. Wang and Spelke are the first who argue clearly against the
cognitive map approach [12] (see also the acknowledgement of Wang and Spelke
in [12]) and claim that most of the observations and results from spatial cognition
can be explained in two different ways, either by updating the egocentric move-
ment in an allocentric map using movement information (path integration), or in
contrary, that humans build a complete egocentric representation and are able to
map between different views. Similar strong evidence has been provided by the re-
search group of McNamara (in particular, [4], [3], [7], [6]). They showed in a series
of experiments that a viewpoint-independent representation can only be achieved
when the observed configuration of objects provide certain geometric properties,
i.e., that the configuration of objects can be aligned with the surrounding environ-
ment (e.g., a room) and when the object configuration shows geometric properties
like parallelism (intrinsic frame of reference in ([2], [4])).

On the poster we show how the snapshot-based approach to ordering information
(see, e.g., [11], [10]) accounts for several important observations of the experiments
from [4], [3], [7] and [8].
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Abstract. We describe an experiment designed to investigate whether people 
represent information presented graphically by analogy to space. Participants 
were presented with pairs of line graphs and bar graphs that specified the 
relationships between pairs of terms (A, B; B, C). The order of these terms was 
manipulated so that the end terms were either separated by the repeated term 
(e.g. ABBC) or were adjacent (e.g. BACB). Participants were asked to 
reproduce one of the premise graphs or to draw a graph relating the A and C 
terms. The order of the terms in these conclusions suggests that participants 
reordered the terms in the premise graphs so as to produce an integrated linear 
model of the information in the graph. Spatial ability was found to be associated 
with the tendency to reorder. These results suggest that people create spatial 
mental models for graphical reasoning. 

1. Introduction 

Whilst there is universal agreement that it is the spatial nature of graphs and diagrams 
that underlies their benefits for communication [see 1; 2], there has been very little 
work that has investigated the representations that people build when they interact 
with graphs. Thus, graphs and diagrams are held to be efficient because their spatial 
nature facilitates search, makes certain information explicit, obviates the need for 
sophisticated inferencing, and makes them isomorphic to the phenomena that they 
represent, yet we do not know whether people’s representations of graphs and 
diagrams possess spatial characteristics. To be sure, many researchers assume that 
there is a correspondence between external diagrammatic representations and our 
internal representations of what they convey [for a discussion see 3] but, until 
recently, there has been little or no direct evidence that the mental representation of 
graphs and diagrams can be spatial in nature and models of graph comprehension tend 
to assume that people represent graphical information using language-like 
representations [see 4] or are neutral with respect to mental representation [see 5; 6]. 

We have been carrying out work for a number of years attempting to explore the 
characteristics of people’s mental representations of information presented 
graphically [7; 8; 9]. In this work we have adapted tasks that have primarily been used 
to study mental representations for reasoning. For example, Webber & Feeney [9] 
gave participants a series of three term reasoning problems (A > B, B > C ∴A > C) 
where the premises were presented graphically. Participants saw pairs of premise 
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2      Spatial representations for graphical reasoning 

graphs (see Figure 1a) and then had to verify whether a conclusion graph (see Figure 
1b) followed logically from the premises. For our present purposes the two key 
manipulations in this experiment were of the order of the terms in the premises (their 
figure) and the order of the terms in the conclusion. We found that participants spent 
longer encoding premises where the repeated term was separated by the end terms 
(e.g. BACB) than those where the end terms were separated by the repeated term (e.g. 
ABBC). In addition, we found that for ABBC problems participants took longer, and 
made more errors, in verifying CA conclusions than AC conclusions. However, for 
BACB problems these findings were reversed. 

These results are very similar to effects of figure that have been reported across a 
variety of logical forms in the literature on deduction. They suggest that people are 
reordering the referents in the graph during the course of building up an integrated 
mental representation. This reordering occurs because people’s mental representations 
of the graphical premises take the form of a linear ordering of the referents. Such 
representations make information about relationships explicit, thus facilitating 
relational inferences, and are isomorphic in structure to the phenomena that they 
represent. These findings suggest that people build spatial representations for 
graphical reasoning. 
 

 

                

                    

Fig. 1a. Two simple line graphs with the end 
terms separated by the repeated term. 

Fig. 1b. A valid conclusion graph in which 
term order is consistent with term order in 
Figure 1a. 

In the experiment to be described here we were interested in whether we could 
obtain evidence of spatial reordering when people were asked to produce conclusions 
relating the end terms in sets of graphical premises. We also wished to examine 
whether our indices of spatial representation are sensitive to individual differences in 
spatial ability. That is, are people who are high in spatial ability more or less likely to 
reorder the terms in premises presented graphically? 

2. Experiment 

   Method: We presented a series of 16 graphical reasoning problems to 52 
participants via a computer screen. Once participants had indicated that they had 
looked at each set of premises (see Figure 2a) for long enough, on the next screen was 
a prompt requiring them to reproduce one of the premise graphs or to produce a 
conclusion relating the end terms. In half of the premise graphs the end terms were 
separated by the middle term (i.e. ABBC) and in the other half the end terms were 
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adjacent (BACB). We coded the conclusions produced according to whether the order 
of the terms in the conclusion was consistent (see Figure 2b) or inconsistent (see 
Figure 2c) with their order in the premise graphs (see Figure 2a). In addition, as a 
measure of spatial ability we asked participants to complete a standard mental rotation 
task. 

   Predictions: As they do not require reordering, we predicted that most conclusions 
produced for ABBC graphs would be consistent. In the case of BACB graphs, one 
likely strategy that leads to an integrated linear representation is to reorder the 
premises so that term order becomes CBBA. Use of such a strategy would result in 
conclusion graphs that were consistent with the order of the terms as they appeared on 
the screen becoming inconsistent with their order in the mental representation. 
Accordingly we predict fewer consistent conclusions for BACB premise graphs. 
Because of the reordering process necessary to produce an integrated spatial 
representation of BACB graphs, we predicted a significantly more positive 
association between spatial ability and the tendency to produce consistent conclusions 
in response to ABBC graphs than between ability and the tendency to produce 
consistent conclusions in response to BACB graphs.  

  

 

 

 

Fig. 2a. Premise graphs for ABBC 
problem 

 

Fig. 2b. A consistent 
conclusion 

 

Fig. 2c. An inconsistent 
conclusion 

 
    
Results: Five participants appeared to misunderstand the instructions so their data 

was excluded from all subsequent analysis.  For the remaining 47 participants spatial 
ability was positively correlated with rate of correct responding on experimental trials 
(r = .40, p < .01). Thus, overall there was an association between spatial ability and 
performance on the task. 

To test specific predictions about the effects of term order on how people 
mentally represented the graphical information we categorised participants as high or 
low in spatial ability and carried out a 2x2 mixed design ANOVA with repeated 
measures on the term order factor. As predicted, a much higher percentage of the 
conclusions produced for ABBC graphs were consistent (90%) than was the case for 
BACB graphs (33%), F(1, 43) = 96.75, MSE = 696.134, p <. 001. The analysis also 
revealed a significant interaction between term order and ability, F(1, 43) = 4.08, 
MSE = 696.134, p <. 05. Tests for simple effects revealed that high ability participants 
produced significantly more consistent conclusions in response to ABBC graphs than 
did low ability participants. Although this pattern was reversed for BACB graphs, the 
difference was not statistically significant.  
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Finally, individual differences analyses revealed that the correlation between 
spatial ability and the production of consistent conclusions in response to ABBC 
graphs (r = .36) was significantly (p < .02) more positive than the correlation between 
ability and consistent conclusions when the order of the terms was BACB (r = -.09).  

3. Conclusions 

We have found evidence for reordering in people’s mental representations of 
information presented graphically. The tendency to reorder is associated with spatial 
ability, suggesting that people draw on general spatial resources in order to 
manipulate their mental representations of graphical information.  Some people 
represent graphical information by analogy to space and the representational format 
they appear to adopt possesses several of the spatial characteristics held to make 
graphs and diagrams cognitively efficient. 
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1 Introduction 

Even though hierarchical models have conceptualised spatial knowledge derived from 
ground-level navigation as a succession of landmark, route and survey knowledge, 
there is growing evidence for the potential to develop route or survey knowledge from 
the very beginning of a learning experience. In this context, the importance of the 
applied learning strategy for the resultant representation has been emphasised 
repeatedly. 

Whereas many neuroimaging and lesion studies on spatial navigation have 
successfully investigated the retrieval of previously learned environments [1,3,4], the 
neural foundations of learning complex spatial layouts have received less attention 
[2,6]. Even though these studies have identified a network of areas including frontal, 
posterior parietal, retrosplenial and medial temporal regions, the precise role of these 
structures remains controversial, particularly with respect to parahippocampal and 
hippocampal function. One reason might be the lack of a behavioural measure 
allowing for a clear distinction between different representations, since many 
navigational tasks can be performed based on either route or survey representations.  

In the current study we aimed at identifying the neural foundations of survey 
learning by instructing subjects explicitly to infer the spatial layout of a complex 
virtual environment and the locations of twelve landmarks. To obtain a sensitive 
behavioural parameter allowing for a reliable identification of survey knowledge, we 
employed a specific environment that provides accuracy and reaction time measures 
precisely indicating the emergence of route vs. survey knowledge [8].  

2 Methods 

Eleven participants were included in the study that comprised six learning sessions. 
During encoding, subjects were moved throughout the environment, thereby 
encountering twelve distinct landmarks. Encoding was immediately followed by a 
retrieval condition requiring subjects to assess spatial relationships between pairs of 
buildings. Whereas the Euclidean distance between each of two buildings was held 
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constant across pairs, differences in egocentric distance travelled between buildings 
were introduced. Buildings constituting direct pairs were separated by only one path 
segment during navigation, close and remote pairs contained buildings that were 
separated by largely varying numbers of up to eleven path segments.  

This discrepancy between constant spatial distance and varying temporal delays 
provided an objective behavioural measure reflecting the acquisition of route vs. 
survey representations. If subjects were able to infer a map-like representation, 
performance improvements should emerge for all three categories of retrieval pairs, 
thus being independent of the varying temporal delays. Furthermore, we included 
additional sessions to control for perceptual input across the learning process.   

3 Results 

Participants were classified as allocentric learners based on their behavioural 
performance. Using the state-space smoothing algorithm developed by Smith and 
colleagues [7], we identified learning trials for direct, close and remote pairs in all 
eleven participants. The behavioural performance was characterised by increasing 
accuracy and decreasing response times across sessions for all types of retrieval pairs. 

 

 
 
Fig. 1. Performance and reaction time data during retrieval (n=11). Significant changes across 
sessions were obtained for direct, close and remote pairs, thereby indicating the emergence of 
allocentric representations.  
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To identify the neural bases of survey learning we first contrasted activation during 
encoding with the control conditions. Neuroimaging results revealed a main effect of 
learning the spatial layout of the environment in frontal and posterior parietal cortices. 
Moreover, we observed increasing activation across learning sessions in the 
retrosplenial cortex, thus paralleling behavioural measures of survey expertise. In 
contrast, hippocampal activation did not follow the estimated learning curves, but 
reflected the amount of knowledge acquired in a given session. In other words, 
hippocampal activation was most prominent during the initial learning phase and 
decayed after performance had approached ceiling level.  

4 Discussion 

In conclusion, successful transformation of a complex environment experienced from 
ground-level perspective into an observer-independent, allocentric representation 
requires the dynamic interplay of medial temporal, posterior parietal, retrosplenial and 
frontal regions. Whereas the recruitment of frontal areas in our paradigm presumably 
reflects working memory processes necessary for successful long-term encoding of 
the spatial layout, parietal regions are known to process spatial positions and relations 
in egocentric coordinates. The subsequent transformation into an allocentric reference 
system crucially depends on retrosplenial cortex as reflected by the performance 
dependent activation. This region is thought to act as a transition zone between 
egocentric and allocentric reference frames [5], allowing for the conversion of 
stimulus information into the appropriate reference frame for the task at hand. In 
contrast, the hippocampal formation appears to support the incorporation of new 
spatial information into an existing memory representation. With increasing accuracy 
of this representation the hippocampal contribution becomes less important, thus 
leading to the observed activation decrease during the late phase of learning.  

 

References 
 
1. G.K. Aguirre, M. D'Esposito, Environmental knowledge is subserved by separable 

dorsal/ventral neural areas, J Neurosci 17 (1997) 2512-2518. 
2. J. Barrash, H. Damasio, R. Adolphs, D. Tranel, The neuroanatomical correlates of route 

learning impairment, Neuropsychologia 38 (2000) 820-836. 
3. T. Hartley, E.A. Maguire, H.J. Spiers, N. Burgess, The well-worn route and the path less 

traveled. Distinct neural bases of route following and wayfinding in humans, Neuron 37 
(2003) 877-888. 

4. G. Iaria, M. Petrides, A. Dagher, B. Pike, V.D. Bohbot, Cognitive strategies dependent on 
the hippocampus and caudate nucleus in human navigation: variability and change with 
practice, J Neurosci 23 (2003) 5945-5952. 

5. E.A. Maguire, The retrosplenial contribution to human navigation: a review of lesion and 
neuroimaging findings, Scand J Psychol 42 (2001) 225-238. 

51



4      Thomas Wolbers & Christian Büchel 

6. E.A. Maguire, C.D. Frith, N. Burgess, J.G. Donnett, J. O'Keefe, Knowing where things are 
parahippocampal involvement in encoding object locations in virtual large-scale space, J 
Cogn Neurosci 10 (1998) 61-76. 

7. A.C. Smith, L.M. Frank, S. Wirth, M. Yanike, D. Hu, Y. Kubota, A.M. Graybiel, W.A. 
Suzuki, E.N. Brown, Dynamic analysis of learning in behavioral experiments, J Neurosci 24 
(2004) 447-461. 

8. T. Wolbers, C. Weiller, C. Büchel, Neural foundations of emerging route knowledge in 
complex spatial environments, Cog Brain Res (in press). 

 

52



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /ENU (Use these settings to create PDF documents with higher image resolution for high quality pre-press printing. The PDF documents can be opened with Acrobat and Reader 5.0 and later. These settings require font embedding.)
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308030d730ea30d730ec30b9537052377528306e00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /FRA <FEFF004f007000740069006f006e007300200070006f0075007200200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020005500740069006c006900730065007a0020004100630072006f0062006100740020006f00750020005200650061006400650072002c002000760065007200730069006f006e00200035002e00300020006f007500200075006c007400e9007200690065007500720065002c00200070006f007500720020006c006500730020006f00750076007200690072002e0020004c00270069006e0063006f00720070006f0072006100740069006f006e002000640065007300200070006f006c0069006300650073002000650073007400200072006500710075006900730065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e00650020007100750061006c00690074006100740069007600200068006f006300680077006500720074006900670065002000410075007300670061006200650020006600fc0072002000640069006500200044007200750063006b0076006f0072007300740075006600650020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e00200042006500690020006400690065007300650072002000450069006e007300740065006c006c0075006e00670020006900730074002000650069006e00650020005300630068007200690066007400650069006e00620065007400740075006e00670020006500720066006f0072006400650072006c006900630068002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e00200045007300740061007300200063006f006e00660069006700750072006100e700f50065007300200072006500710075006500720065006d00200069006e0063006f00720070006f0072006100e700e3006f00200064006500200066006f006e00740065002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e0067002000740069006c0020007000720065002d00700072006500730073002d007500640073006b007200690076006e0069006e0067002000690020006800f8006a0020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e00200044006900730073006500200069006e0064007300740069006c006c0069006e0067006500720020006b007200e600760065007200200069006e0074006500670072006500720069006e006700200061006600200073006b007200690066007400740079007000650072002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f00670065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000610066006400720075006b006b0065006e0020006d0065007400200068006f006700650020006b00770061006c0069007400650069007400200069006e002000650065006e002000700072006500700072006500730073002d006f006d0067006500760069006e0067002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e002000420069006a002000640065007a006500200069006e007300740065006c006c0069006e00670020006d006f006500740065006e00200066006f006e007400730020007a0069006a006e00200069006e006700650073006c006f00740065006e002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200071007500650020007000650072006d006900740061006e0020006f006200740065006e0065007200200063006f007000690061007300200064006500200070007200650069006d0070007200650073006900f3006e0020006400650020006d00610079006f0072002000630061006c0069006400610064002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e0020004500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007200650071007500690065007200650020006c006100200069006e0063007200750073007400610063006900f3006e0020006400650020006600750065006e007400650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e0020004e00e4006d00e4002000610073006500740075006b0073006500740020006500640065006c006c00790074007400e4007600e4007400200066006f006e0074007400690065006e002000750070006f00740075007300740061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007000720065007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e002000510075006500730074006500200069006d0070006f007300740061007a0069006f006e006900200072006900630068006900650064006f006e006f0020006c002700750073006f00200064006900200066006f006e007400200069006e0063006f00720070006f0072006100740069002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006800f800790020007500740073006b00720069006600740073006b00760061006c00690074006500740020006600f800720020007400720079006b006b002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e00200044006900730073006500200069006e006e007300740069006c006c0069006e00670065006e00650020006b0072006500760065007200200073006b00720069006600740069006e006e00620079006700670069006e0067002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006600f60072002000700072006500700072006500730073007500740073006b0072006900660074006500720020006100760020006800f600670020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e00200044006500730073006100200069006e0073007400e4006c006c006e0069006e0067006100720020006b007200e400760065007200200069006e006b006c00750064006500720069006e00670020006100760020007400650063006b0065006e0073006e006900740074002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice




