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Abstract. In ambient intelligence systems, it is necessary to represent
and reason about dynamic spatial scenes and configurations. Primarily,
the ability to perform predictive and explanatory analyses on the basis of
available sensory data is crucial toward serving a useful intelligent func-
tion within such environments. In this paper, we present a qualitative
model for representing the relevant aspects of these environments in an
adequate manner. The model is suited for reasoning about spatial config-
urations and dynamics in spatial environments. We clarify and elaborate
on our ideas with examples grounded in a smart home environment.

1 Introduction

A wide-range of application domains in Artificial Intelligence, from cognitive
robotics to intelligent systems encompassing diverse paradigms such as ambi-
ent intelligence and ubiquitous computing environments, require the ability to
represent and reason about spatial scenes or configurations and how they might
evolve over time. For instance, real world ambient intelligence systems that mon-
itor and interact with an environment populated by humans and other artefacts
require a formal means for representing and reasoning with spatio-temporal and
event-based phenomena that are grounded in the environment being modeled.
Here, the location of a mobile-object, e.g., a person or animal, may require to be
projected within the spatial environment at hand, e.g., smart homes, airports, or
traffic junctions, for the purpose of dynamic scene analyses and interpretation,
event-recognition, alert generation, and so forth. Similarly, the unfolding of se-
quences of spatial configurations that correspond to certain activities within the
application domain of interest may be required to be modeled too, e.g., in the
form of causal explanation of observations on the basis of the actions and events
that may have caused the observed state-of-affairs. A fundamental requirement
within such application domains is the representation of dynamic knowledge per-
taining to the spatial aspects of the environment within which an agent (e.g., a
robot) or a system is functional, e.g., a monitoring or alert generation system in
a smart-home [1,2]. Furthermore, it is also desired that the perceivable variations
in space be explicitly linked with the functional aspects of the environment being
modeled and reasoned about – in other words, it is necessary to explicitly take
into consideration the fact that perceivable changes in the surrounding space
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are typically the result of interaction (i.e., events, actions) within the environ-
ment. Therefore, a qualitative representation of the environmental space and its
potential changes is necessitated.

In this paper, we propose to utilize a formal basis for representing and rea-
soning about space, within ambient intelligence systems or in general, within
a ubiquitous computing environment. The model utilizes formal spatial calculi
[3] for representing and reasoning about space in a qualitative manner within
the aforementioned domains of interest. Precisely, the model is based on ex-
isting qualitative theories of space, or qualitative spatial calculi, pertaining to
differing spatial domains, such as topology [4] and orientation [5, e.g.,]. The key
advantage of qualitative spatial representations is that qualitative characteriza-
tions of space are well-suited for high-level reasoning and decision-making with
incomplete information – that is to say, such representations are cognitively ad-
equate. By abstracting objects to geometric primitives such as points, lines and
regions and partitioning infinite quantity or metric spaces to finite qualitative
categories, qualitative spatial reasoning is able to capture distinctions between
objects and the relationships between them that make an important qualita-
tive difference, but ignore others [3]. Given the semantics of the calculus and
how relations between objects might change with respect to continuous time
and persistent objects (conceptual neighborhood), key reasoning tasks involving
projection, planning and explanation directly follow.

In section 2, we present an overview of qualitative methods in spatial represen-
tation and reasoning. The domain of ‘qualities’ as a means for high-level spatial
abstraction and reasoning is illustrated and key results, specifically, qualitative
spatial calculi, in the area are cited. In Section 3 we illustrate the proposed
qualitative model and elaborate on requirements with respect to applying and
reasoning with the qualitative formalization. We close with a summary and out-
look of the work presented.

2 Qualitative Spatial Representation and Reasoning

Qualitative Reasoning (QR) is concerned with capturing everyday commonsense
knowledge of the physical world with a limited set of symbols and relationships
and manipulating it in a non-numerical manner [3]. The subfield of qualitative
reasoning that is concerned with representations of space is called Qualitative
Spatial Reasoning (QSR). We introduce the essence of qualitativeness in spatial
reasoning and how such representations are applied to formulate constraints on
spatial configurations within a dynamic spatial environment.

2.1 Qualitative Spatial Calculi

The main aim of research in qualitative methods in spatial representation and
reasoning is to develop powerful representation formalisms that account for the
multi-modality of space in a cognitively acceptable way [6,3]. A qualitative spa-
tial description captures distinctions between objects that make an important
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qualitative difference but ignores others. In general, objects are abstracted to
geometric primitives e.g. points, lines, or regions in the Euclidian plane and
discrete systems of symbols, i.e., finite vocabularies, are used to describe the re-
lationships between objects in a specific domain. A complete model for a certain
domain is called a qualitative calculus. It consists of the set of relations between
objects from this domain and the operations defined on these relations. In gen-
eral, spatial calculi can be classified into two groups: topological and positional
calculi [7]. Topological calculi are, for instance, the region-based calculi RCC-5
or RCC-8 [4] or the Cyclic Interval Calculus [8]. Positional calculi, i.e. calculi
dealing with orientation or distance information, are for example the Double-
Cross Calculus [9] and the Dipole Calculus [10]. In general, two aspects, namely
the static and the dynamic aspect, are important from a reasoning viewpoint for
any spatial calculus:

I. Static Aspect – Reasoning based on Compositions and Constraint Satisfaction:
Relations of a spatial calculus are used to formulate constraints about the spatial
configuration of objects from the domain of the calculus. This results in the specifi-
cation of a spatial constraint satisfaction problem (CSP) which can be solved with
specific reasoning techniques, e.g. by applying composition and intersection oper-
ations on the incorporated relations. A prerequisite for applying constraint-based
reasoning techniques is a set of base relations BR, also called primitive relations,
which are jointly exhaustive and pairwise disjoint (JEPD). In the case of binary re-
lations, JEPD means that for any pair of entities exactly one base relation holds.
For arbitrary n-ary calculi this must hold for any n-tuple. The composition re-
sults can be precomputed and stored in so-called composition tables (CT). From
an axiomatic viewpoint, each entry of such a composition table is in actuality a
(composition) theorem of the form: (∀a, b, c). R1(a, b) ∧ R2(b, c) → R3(a, c).
Compositions are further discussed in sections 2.2 and 2.3 where we illustrate these
concepts with specific spatial calculi.

II. Dynamic Aspect – Conceptual Neighborhood based Reasoning: Spatial neigh-
borhoods are very natural perceptual and cognitive entities [11]. These extend
static qualitative representations by interrelating the discrete set of base relations
by the temporal aspect of transformation of the basic entities. Two spatial re-
lations of a qualitative spatial calculus are conceptually neighbored, if they can
be continuously transformed, by motion and/or continuous deformation, into
each other without resulting in a third relation in between. However, the term
continuous with regard to transformations needs a grounding in spatial change
over time. Different kinds of transformations, such as locomotion, growing or
shrinking, or deformation, result in different neighborhood structures. We illus-
trate the principle of conceptual neighborhoods for topological and orientation
calculi in sections 2.2 and 2.3.

2.2 Topology and the Region Connection Calculus (RCC)

Topological distinctions are inherently qualitative in nature and they also repre-
sent one of the most general and cognitively adequate ways for the representation
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Fig. 1. Topological and orientation primitives

of spatial information [12,13]. The prevalent axiomatic approach to building
topological theories of space in the QSR domain has its roots in the philosophi-
cal logic community, most notably [14,15]. Following the this work, the class of
axiomatic topological theories referred to as Region Connection Calculus (RCC)
have been developed [4]. The work by Egenhofer and Franzosa adopts a point-set
theoretic approach and is based on conventional mathematical topology [16].

The RCC-8 Fragment. RCC is a modification and extension of the Clarke’s
original region-based theory. The basic part of the formal theory assumes a
dyadic relation of connection, namely C(a, b), denoting that region a is con-
nected to region b. Topologically, this has the interpretation that the topological
closures of a and b share at least one point. From the primitive of connec-
tion, the mereological relation of parthood is defined which is, in turn, used to
define proper-part (PP), overlap (O) and disjoint (DR). Further, the relations
disconnected (DC), externally connected (EC), partial overlap (PO), equal (EQ),
tangential proper-part (TPP) and non-tangential proper-part (NTPP) are de-
fined. These relations, along with the inverses of the last two, namely TPP−1

and NTPP−1 constitute a JEPD set of base relationships, commonly referred to
as the RCC-8 fragment of the region connection calculus. Figure 1(a) is a 2D
illustration of the topological relationships that constitute the RCC-8 fragment.
Reasoning about static spatial descriptions within the RCC framework, or within
any spatial calculus relevant to a differing aspect of space that is based on similar
semantics, is performed by way of composition. For instance, if it is know that a
and b are disconnected and that c is tangential part of b, then, by composition,
it is also known that a and c are disconnected. It is on the basis of such composi-
tion theorems that the composition table is constructed or pre-defined in order
to exploit it for constraint-based reasoning. Finally, in so far as the dynamics
are concerned, the continuity structure formed by the underlying relation space
(see Fig. 1(b)) is utilized for modeling changing spatial descriptions.

2.3 Orientation and the OPRAm Calculus

For representing relative orientation information we apply the OPRAm calculus
[5]. The calculi in this family are designed for reasoning about relative orienta-
tion relations between oriented points (points in the plane with an additional
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direction parameter) and are well-suited for dealing with objects that have an
intrinsic front or move in a particular direction. An oriented point O can be
described by its Cartesian coordinates xO, yO ∈ R and a direction φO ∈ [0, 2π)
with respect to an absolute frame of reference. With the parameter m the angular
resolution can be influenced, i.e. the number of base relations is determined.

In the case of OPRA2, the orientation calculus we apply in our examples,
for each pair of oriented points, 2 lines are used to partition the plane into 4
planar and 4 linear regions (see Fig. 1(c)). The orientation of the two points
is depicted by the arrows starting at A and B, respectively. The regions are
numbered from 0 to 7, where region 0 always coincides with the orientation of
the point. An OPRA2 base relation is a pair (i, j), where i is the number of
the region, seen from A, that contains B and j vice versa. These relations are
written as A 2∠j

i B. Additional base relations describe situations in which both
oriented points are at the same position. However, these are not of particular
interest in this work. In [17] the general neighborhood structure of OPRAm is
derived. Regarding the specific granularity m = 2 and that in our application
o-points cannot coincide. The restricted neighborhood structure for the task at
hand is given by:

cng(2∠j
i ) = {2∠j−1

i−1 , 2∠j
i−1, 2∠j+1

i−1 , 2∠j−1
i , 2∠j+1

i , 2∠j−1
i+1 , 2∠j

i+1, 2∠j+1
i+1 }

3 Qualitative Spatial Scene Descriptions

3.1 Scene Description Ontology with Topological and Orientation
Primitives

A ‘spatial scene description ontology’ that is firmly rooted in existing qualitative
spatial calculi (section 2.1) and is general enough to be used in varied dynamic
spatial scenarios in ambient intelligence systems is essential. Depending on the
degree of formalization or richness of the spatial theory being employed, spatial
scene descriptions in ambient environment primarily consist of qualitative spatial
relationships relevant to one or more spatial dimensions (e.g., topology, orienta-
tion, direction, size). Since we need to model containment (e.g., in a room) and
also direction of motion (of an agent) or orientation of objects relative to one
another, a mixed ontology of regions of space and oriented-points is sufficient
for our scene description purposes. Using the example of a smart home environ-
ment (cf. Fig. 2), we illustrate the manner in which some typical spatial scenes
in such environments may be qualitatively modeled using a basic spatial scene
description ontology that is grounded in formal spatial calculi relevant to differ-
ing aspects of space, precisely the topological calculus RCC-8 and the relative
orientation calculus OPRAm from sections 2.2 and 2.3 respectively.

3.2 Complete Spatial Scene Descriptions

A ‘situation’ is a unique node within the overall branching-tree structure (see
Fig. 3(c)) of the space of situations starting with the initial situation S0. In
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Fig. 2. Layout of an application environment (smart home). The axes of o-points
(cf. Section 2.3) within rooms or objects denote the intrinsic fronts of these objects,
e.g. , the living room (L) and the sofa (S1). The grey areas around objects indicate the
functional space of the objects, i.e., the area in which interaction may be possible.

Table 1. An exemplary part of the scene description matrix

φtop/

φort By O L Be E S1 S2 T TV C

By x x EC 2∠5−7
1−3 EC 2∠7−1

3−5 EC 2∠1−3
5−7 DC - DC - DC - DC - DC - DC -

O EC 2∠1−3
5−7 x x EC 2∠1−3

5−7 DC - DC - DC - DC - DC - DC - DC -

L EC 2∠3−5
7−1 EC 2∠5−7

1−3 x x EC 2∠1−3
5−7 EC 2∠7−1

3−5 PP - PP - PP - PP - PP -

Be EC 2∠5−7
1−3 DC - EC 2∠5−7

1−3 x x DC - DC - DC - DC - DC - DC -

E DC - DC - EC 2∠3−5
7−1 DC - x x DC - DC - DC - DC - DC -

S1 DC - DC - PP - DC - DC - x x DC 2∠1
7 DC 2∠0

0 DC 2∠0
0 DC 2∠1

7
S2 DC - DC - PP - DC - DC - DC 2∠7

1 x x DC 2∠2
0 DC 2∠1

7 DC 2∠0
4

T DC - DC - PP - DC - DC - DC 2∠0
0 DC 2∠0

2 x x DC 2∠0
4 DC 2∠0

2
TV DC - DC - PP - DC - DC - DC 2∠0

0 DC 2∠7
1 DC 2∠4

0 x x DC 2∠7
1

C DC - DC - PP - DC - DC - DC 2∠7
1 DC 2∠4

0 DC 2∠2
0 DC 2∠1

7 x x

other words, a situation includes a complete history of the evolution of the sys-
tem in terms of the primitive occurrences that have occurred starting in the
initial situation S0. Corresponding to each such situation, there exists a situa-
tion description that characterizes the ‘state’ (henceforth ‘situation state’) of the
system. Note that although a certain state may re-occur during the evolution of
the system, each such re-occurrence corresponds to a unique ‘situation’ within
the overall branching-tree structure of the situational space, because although
the states are equal, the history of actions and occurences that led to each of the
states are different. Starting with the initial situation, it is necessary that the
spatial component of every situation state be a complete specification without
any missing information. Note that by ‘complete specification’, we do not imply
absence of uncertainty or ambiguity. Completeness also includes those instances
where the uncertainty is expressed as a set of completely specified alternatives
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Fig. 3. Spatial Scene Descriptions

in the form of disjunctive information. The initial situation basically includes
a specification of initial fluent values. The fluents can be broadly categorized
in spatial fluents and aspatial fluents. The category of sspatial fluents consist
of domain-specific dynamic properties that are not spatial in nature. For spa-
tial fluents, at least from the viewpoint of this paper, there exist two broad
categories:

(I). Existential Facts: These are propositional fluents that provide an explicit
existential characterization of every spatial object that is known to exist in the
initial situation. It is necessary for every known object to exist in the initial
situation. As such, for a domain consisting of n objects in the initial situation,
n existential facts to this effect are required.

(II). Spatial Relationships: These model the spatial relationships that exist be-
tween the objects that are known to exist in the initial situation. For every type
of spatial relationship being modeled, the initial situation description involving
n domain objects requires a complete n-clique specification (see Fig. 3(b)) with
[n(n − 1)/2] spatial relationships of one type or spatial domain. Albeit with
a certain level of uncertainty, this may either be specified explicitly or can be
derived (e.g., by composition and mutual entailments between spatial domains)
from the explicitly provided partial specification.

The ‘scene description matrix’ in Table 1 illustrates the concept of a com-
plete spatial description for the smart home environment depicted in Fig. 2.
For lack of space, the spatial relationships of some objects have been omitted.
Observe that the information contained in Table 1 is grounded in the spatial
vocabulary of the RCC-8 and the oriented point relation algebra OPRAm from
section 2.1. Indeed, the initial situation description thus obtained (from the
above discussed categories of properties) concerns requirements as stipulated
by a domain-independent spatial theory. Further additions by way of domain-
specific properties, event and action specifications and other aspects in confor-
mity with the requirements of a complete domain theory are essential in order
to execute reasoning tasks within the propsed formalization.



Qualitative Spatial Scene Modeling for Ambient Intelligence Environments 723

3.3 Global Consistency of Spatial Information

Spatial situation descriptions denoting configurations of domain objects, i.e., by
way qualitativ spatial relationships relevant to one or more spatial dimensions
that hold between the objects of the domain, must be globally consistent in
adherence to the compositional constraints of the underlying qualitative space.
The notion of compositional consistency also includes those scenarios when more
than one aspect of space is being modeled in a non-integrated way, i.e., relative
dependencies between mutually dependent spatial dimensions should be taken
modeled explicitly. Ensuring these two aspects of global consistency of spatial
information is non-trivial because the compositional constraints contain indi-
rect effects in them thereby necessitating a solution this problem. In the field
of reasoning about action and change the problem of indirect effects1 is called
the ramification problem. In the spatial representation task, i.e., the embedding
of qualitative spatial calculi within a spatial theory, indirect effect yielding con-
straints are a recurring problem – modeling composition theorems and axioms
of interaction may lead to unexplained changes since the resulting constraints
contain indirect effects in them [19]. For instance, consider the illustration in
Fig. 3(a) – the scenario depicted herein consists of the topological relationships
between three objects ‘a’, ‘b’ and ‘c’. In the initial situation ‘S0’, the spatial
extension of ‘a’ is a non-tangential part of that of ‘b’. Further, assume that there
is a change in the relationship between ‘a’ and ‘b’, as depicted in Fig. 3(a), as a
result of a direct effect of an event such as growth or an action involving the mo-
tion of ‘a’. Indeed, as is clear from Fig. 3(a), for the spatial situation description
in the resulting situation (either ‘S1’ or ‘S2’), the compositional dependencies
between ‘a’, ‘b’ and ‘c’ must be adhered to, i.e., the change of relationship be-
tween ‘a’ and ‘c’ must be derivable as an indirect effect. In a trivial scenario, such
as the present one, consisting of few objects, it could be correctly argued that
the indirect effects can be completely formulated as direct effects. However, for
a more involved scene description n objects and complete n-clique descriptions
consisting of n(n − 1)/2 spatial relationships for every spatial domain (e.g.,
topology, orientation, size) being modeled is impractical and error prone. The
situation is only complicated given that fact that some of the spatial domains
being modeled could be inter-dependent.

Whilst the details not being relevant here, it suffices to point out that a so-
lution to the problem of ramifications for this particular case is obtainable from
the general works in [20,18]. The solution basically involves appeal to causal-
ity and non-monotonic reasoning to minimize the effects of occurrences whilst
deriving the causal laws of the domain.

4 Summary and Outlook

We have shown how spatial environment and task modeling in ambient in-
telligence systems can be achieved adequately by means of qualitative spatial
1 The general problem indirect-effect yielding state constraints is elaborated on in [18].
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reasoning. The relations of qualitative spatial calculi serve as a basis for the
qualitative world model. In the example of a smart home environment, the pro-
posed model contains topological knowledge (RCC-8) and relative orientation
knowledge (OPRAm) about the objects. The spatial dynamics of the model
are given by the conceptual neighborhood structures of the applied calculi. For
the integration of the two approaches we addressed the connections between
global consistency in qualitative spatial reasoning and the ramification problem
in reasoning about action and change.

In the next steps based on the considerations presented here we derive a spa-
tial theory based on RCC-8 and OPRAm with additional domain dependant
motion patterns that potentially characterize activities. We will represent the
proposed spatial model and according activities in terms of the situation calcu-
lus. With such a spatial theory we will be able to draw conclusions and causal
explanations in the spatial formalization at hand. Additionally, we will inves-
tigate how qualitative methods can be combined with quantitative methods to
develop distinct measures for scene analysis purposes, e.g. for deriving different
spatial and aspatial distance measures between configurations, or for estimat-
ing the similarities between different shapes. Another future line of work is the
construction of domain independent motion patterns.
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